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ABSTRACT

This report contains a description of a stepwise multiple regression program. This program provides for either a forward stepwise or backward elimination solution to multiple regression problems. The program also provides PRESS values that can be used for subset selection as well as providing options for regression analysis on the ranks of the data and for a weighted regression analysis on either raw or rank transformed data. This document has been written and designed for users of this STEPWISE program.
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values from rank regression analysis can also be saved on disk for additional investigation outside the STEWISE program, (10) weighted regression analysis on the raw data or rank transformed data.

The reader who is familiar with SAND76-0364 (Iman, 1976) and has used STEWISE on previous occasions is advised to read this report to note the extensive additions.

II. OUTPUT

The program will output means, variances, standard deviations, standard errors and coefficients of variation for each variable read in or generated via transformations. As options, the user may request the table of correlation coefficients, sum of squares and cross-products matrix, inverse correlation matrix and residuals y-values and ŷ's, PRESS values and a plot of these PRESS values. The program will also print an analysis of variance table for a regression model and a table of statistics regarding the regression coefficients. Residual plots may be requested, and if they are, will be printed on the line printer.

III. INPUT - PARAMETER CARDS

All parameter cards must start in column 1 and may be placed in any order. An explanation and illustration of each of the parameter cards follows.

A. TITLE card (optional).

The "TITLE" card may contain any alphabetic data that may be meaningful to the user. The word "TITLE" identifies the card, and its contents are printed at the top of each page of output. Only one "TITLE" card may be used.

Example:

```
TITLE, THIS IS A SAMPLE TITLE CARD
```

B. DATA card (required).

The "DATA" card has 3 arguments specified as follows:
where

\[ NV, NT, DATDIS. \]

\[ NV \] is the number of user supplied variables to be read into the pro-
gramming;

\[ NT \] is the number of additional variables created as transformations of
other variables.

\[ DATDIS \] is the data disposition parameter with the following codes:

\[ = 0 \] the data are to be read from cards and not saved for subse-
quent use (this is the usual case and if not specified DATDIS
will default to 0).

\[ = 1 \] the data are to be read from cards and saved on disk (file
10 as binary records) for subsequent analysis of the data.
(DATDIS would be set equal to 2 for any subsequent analyses
following DATDIS = 1.)

\[ = 2 \] the data are to be read from disk (file 10 - binary records).

In most cases the user need specify only the first argument (NV) and
the other two will default to zero. The example below shows how this is
done:

\[ DATA, 10. \]

The above card indicates that 10 variables should be input from cards
and not saved on disk. Both NT and DATDIS default to zero because they
are not specified on the card. Note that the "DATA" card must be termi-
nated by a period.

C. LABEL card (optional).

The third type of parameter card is the "LABEL" card. It is used to
assign variable names to the variables in the analysis. Each name may be
up to 8 characters long. The card is identified by the keyword name
"LABEL" which must start in card column 1. The number in parentheses is
the number of the variable that is to be labeled with the first name. It
is assumed that all succeeding labels are sequential. If more than one card is needed for the labels, the succeeding label cards should have the same format as the first except the number in parentheses should be the number of the variable that is to be labeled next. (Variable number is the same as the subscript of the variable as it is read into the input array X.) A comma or period should not be placed after the last label on the card. There can be any number of blank spaces on a card after the last label on that card. However, column 80 cannot be used (i.e., column 80 is not read). When making multiple runs on a set of data, the labels from the first run carry over to subsequent runs.

Example:

```
LABEL(1) = FIRST, CAPACIT, DIODE, ..., TEMP

LABEL(12) = TWELFTH, THIRTEEN, etc.
```

The above cards would assign X(1) the name FIRST, X(2) the name CAPACIT and so on till X(13) would be named THIRTEEN. There is no limit to the number of label cards nor the number of names per card. A variable name may not be continued from one card to the next. Any spaces between the delimiting commas are taken as part of the label and are counted as characters in the name. All or none, or any portion of the variables may be labeled.

D. BACKWARD card, (required if the STEPWISE card is not used).

If the user desires a backward elimination solution for "best" subset selection, a "BACKWARD" card must be included among the parameters. The form is

```
BACKWARD, SIG= alphahat
```

where alphahat is replaced by the significance level the user wishes to use
for deleting variables from the model. Variables will be dropped from the model until only variables that have $\alpha$ values less than or equal to $\alpha_{th}$ are left in the model.

In you have only one independent variable, you must use the BACKWARD card instead of the STEPWISE card.

E. FORCE card (optional).

If the user wishes to keep certain variables in the regression model, regardless of their contribution to the model, he may do so by using the "FORCE" statement. The "FORCE" statement will keep specified variables in either the backward elimination or stepwise solution. The following is an example of the "FORCE" card:

```
FORCE, 3, 6, 8.
```

The above card indicates that variables 3, 6, and 8 are to be kept in the model regardless of their contribution to the model. The "FORCE" card must end with a period. The maximum number of variables that may be forced into the model is 10. Do not force all of the independent variables into the model. If the user desires to have all of the independent variables in the model, then he should use the BACKWARD option (with SIG=1.0).

F. OUTPUT card (required)

The "OUTPUT" card may have any of the following specifications separated by commas.

<table>
<thead>
<tr>
<th>Keyword</th>
<th>Action</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. CORR</td>
<td>Print simple correlations among all variables specified in the model.</td>
</tr>
<tr>
<td>2. SSXP</td>
<td>Print the corrected sum of squares and cross-products matrix for all variables specified in the model.</td>
</tr>
<tr>
<td>3. INVERSE</td>
<td>Print the inverse correlation matrix at each step in the analysis for all independent variables used at that step.</td>
</tr>
<tr>
<td>4. STEPS</td>
<td>Print an analysis of variance table and the regression coefficient estimates for each step of</td>
</tr>
</tbody>
</table>
the backward elimination or stepwise variable selection procedure. If not specified, only the results for the final model will be printed.

5. RESIDUALS

Print the $y$, $\hat{y}$ and residual for each observation using the final regression model.

**Caution:** Do not request RESIDUALS if the number of observations is large. This could produce excessive, if not unwanted, output.

6. ALL

Options 1 through 5 will all be in effect.

Note: Any subset of these options may be requested but should follow the order of appearance given above. The following example shows how the "OUTPUT" card may be used.

```
OUTPUT, CORR, INVERSE, STEPS, RESIDUALS
```

G. PLOT RESIDUALS card, (optional).

The user may request that residuals be plotted on the line printer by inserting the "PLOT RESIDUALS" card. The plots produced are: each independent variable in the final model versus the dependent variable; residuals versus time; residuals versus $\hat{y}$'s; and residuals versus each of the independent variables in the model. Time is assumed to be the same as order of data input, i.e., observation 1 is assumed to be recorded first in time, observation 2 as second, etc. The "PLOT RESIDUALS" card should be as follows:

```
PLOT RESIDUALS
```

H. STEPWISE card, (required if the BACKWARD card is not used).

The "STEPWISE" card is used to specify that the program should find the "best" subset of the full model using the stepwise procedure. The user may specify a significance level for deleting a variable from the model. The program will continue to add variables to the model as long as it can find a variable whose regression coefficient is significantly different.
from zero at the specified significance level for entering variables into
the model. At each step, t-tests are computed on each of the regression co-
efficients of the variables in the model and their alpha hats computed. If
any of the t statistics are not significant at the level specified for de-
leting a variable, the least significant variable is dropped. This process
continues until all variables in the model are significant at the specified
deletion level. The program then searches for a new variable to be added
to the model and this cycle is repeated until no new variables can be found
which are significant at the specified significance level.

The program can be used for computing a forward solution, i.e., add-
ing variables in order of their contribution but not deleting any, by set-
ting the deletion significance level to 1.0.

An example of the "STEPWISE" specification is given below:

STEPWISE, SIGIN=0.05, SIGOUT=0.10

The above card indicates variables are to be added to the model as
long as variables that are significant at the $\alpha = .05$ level can be found.
Variables that are already in the model whose significance level rises
above .10, i.e., $\hat{\alpha} > .10$, will be deleted from the model. If the values
for SIGIN and SIGOUT are not specified, they will each default to .05.
Note: SIGOUT must always be at least as large as SIGIN to avoid an inde-
finite loop where a variable may be introduced and then immediately dele-
ted. Recall that if there is only one independent variable, BACKWARD elim-
ination procedure should be used rather than the STEPWISE procedure.
I. MODEL card, (required).

The model card indicates which variables are in the model and whether
they are dependent or independent variables. Up to 15 dependent variables
may be specified for any single run. A separate analysis is done for each
dependent variable. The model may have up to 179 independent variables if
there is only one dependent variable. The total number of variables both
read in and generated using transformations may not exceed 180. There-
fore, if there are 15 dependent variables specified as the model card, the
maximum number of independent variables is 165. The model may be continued for as many cards as necessary, just be sure that the continuation occurs before or after a + sign, i.e., do not allow the continuation to interrupt a variable subscript. Do not start model continuation cards in column 1.

The writing of the model card is done using variable subscript numbers. The first variable read in is variable 1 and thus has subscript number 1, etc. The writing of the model may be in any of the 3 forms that follow, where the dependent variables are immediately after the word "MODEL", separated by commas and the independent variables are to the right of the equal sign and separated by plus signs.

1. MODEL,1,3,2=4+5+12.

This method simply uses the variable number to indicate which variables are in the model and whether they are dependent or independent variables. For this particular example, variables 1, 3 and 2 are the dependent variables and 4, 5 and 12 are the independent variables. A separate analysis would be performed for each of the dependent variables.

2. MODEL,Y1,Y3,Y2=X4+X5+X12.

This specification results in the same model as the method described above. It allows the user to use more specific notation which may be helpful in clarifying the model in some instances.


This specification is equivalent to the two above methods but allows more specificity in describing the model by allowing a dummy indicator, B(i), for the regression coefficients.

4. MODEL,1,Y3,Y(2)=4+B(5)X(5)+X12.

The above methods may be mixed. Note that the above models are all terminated by periods. The period is not necessary on the "MODEL" card but results in slightly faster parameter processing by eliminating the need for the program to determine whether the model card has been continued or not. The program always fits the model with the intercept assumed to already be included in the model. There may be any number of blank spaces between the independent variables as long as each variable specification is separated by a "+" sign. However, there can be no blank spaces to the left of the equal sign.
When regression techniques are used to build a response surface, the possibility exists of producing two competing models. This situation could easily arise in stepwise regression as a new surface is developed each time a new significant variable is added. Although "statistical significance" is a necessary condition for adding a new variable in stepwise regression, it is not an end in itself as there exists the possibility of overfitting the data. For example, it is possible to obtain a good fit on a set of points by using a polynomial of high degree. However, in doing so, one can overfit the data and produce a spurious model which makes poor predictions.

To protect against overfit, the Predicted Error Sum of Squares (PRESS) criterion as given in Allen (1971) can be used to determine the adequacy of a prediction model. For a regression model containing k variables and constructed from n observations, PRESS is computed in the following manner. For i=1,2,...,n, the ith observation is deleted from the original set of n observations and then a regression model containing the original k variables is constructed from the remaining n-1 observations. With this new regression model, the value \( \hat{Y}_k(i) \) is the estimate for the deleted observation \( Y_i \). Then, PRESS is defined from the preceding predictions and the n original observations by

\[
\text{PRESS}_k = \sum_{i=1}^{n} \left( Y_i - \hat{Y}_k(i) \right)^2.
\]

The regression model having the smallest PRESS value is preferred when choosing between two competing models, as this is an indication of how well the basic pattern of the data has been fit versus an overfit or an underfit.

To obtain the PRESS values at each step of the analysis, merely add the PRESS card to the deck of parameter cards. Also, if the analysis produces 2 or more steps, a plot of PRESS values versus step number is automatically produced under the PRESS option to make relative comparisons easier.
K. RANK REGRESSION card (optional).

To obtain a regression analysis on the ranks of the data instead of the raw data merely add the RANK REGRESSION card to the deck of parameter cards. If the user requests RESIDUALS on the OUTPUT card, then the residuals are given as a rank residual (i.e., the difference between the rank of Y and the predicted rank of Y). In addition, the predicted ranks of the Y's are used to interpolate in the original raw Y's to obtain the raw Y. This is done at each step in the analysis and these data are used to compute a "normalized" R^2. This R^2 value is associated with the raw data instead of the ranked data and is computed by

$$R^2 = \frac{\sum_{i=1}^{n} (\hat{Y}_i - \bar{Y})^2}{\sum_{i=1}^{n} (Y_i - \bar{Y})^2 + \sum_{i=1}^{n} (Y_i - \hat{Y}_i)^2}$$

This "normalized" value of R^2 varies between zero and one and will be close to one if the model being analyzed predicts the observed values adequately.

Note that the adjusted total sum of squares can be factored into three components: (1) sum of squares of regression, (2) sum of squares of error and (3) sum of cross-products. The formulas are as follows:

$$\sum_{i=1}^{n} (Y_i - \bar{Y})^2 = \sum_{i=1}^{n} (\hat{Y}_i - \bar{Y})^2 + \sum_{i=1}^{n} (Y_i - \hat{Y}_i)^2 + \sum_{i=1}^{n} (\hat{Y}_i - \bar{Y})(\hat{Y}_i - \hat{Y}_i).$$

If the \(\hat{Y}_i\) are the usual least squares predictions then this last term (the sum of cross-products) is easily shown to be zero. However, since the \(\hat{Y}_i\) computed here by the rank regression technique are definitely not the least squares predictions, then this term is non-zero (can be positive or negative). Hence, if the "usual" R^2 = (sum of squares of regression)/(total sum of squares) were computed, it would be either increased or
decreased over the "normalized" $R^2$ described above depending on whether the sum of cross-products is negative or positive. Therefore, it is felt that the normalized $R^2$ is a more appropriate measure of fit than the usual $R^2$ in this situation.

The sum of cross-products can be quite large in absolute value, depending upon the structure of the observations. If the raw data have unusual spacings or exhibit a non-monotone relationship, then the interpolation scheme used to obtain the $\hat{Y}_i$'s will not be adequate and the resulting sum of cross-products will be large. Hence as a measure of the "ability (or inability) to interpolate in the data" a Coefficient of Interpolation is computed and given for each model analyzed. This coefficient is computed by

$$2^* \left[ \sum_{i=1}^{n} (\hat{Y}_i - \bar{Y})^2 + \sum_{i=1}^{n} (\hat{Y}_i - \hat{Y})^2 \right]^{1-1}$$

Note that if the sum of cross-products is zero then this coefficient will be zero and that as the sum of cross-products departs from zero, the coefficient approaches one. Therefore as a matter of interpretation, a value of this coefficient that is "near zero" indicates that the interpolation is adequate. If the coefficient is "near one," then the user should examine the original observations for unusual spacings and/or non-monotone relations in the data (such as cyclic).

After the final model has been selected, then the raw residuals are given (when RESIDUALS are requested) as the difference between the raw $Y$ and the raw $\hat{Y}$ (see Section V for how to save these values for further analysis). The reader is referred to Iman and Conover (1979) for a thorough discussion of the rank regression analysis.

When using RANK REGRESSION, there is a limit on the number of observations that can be handled. Let $NV = \text{the number of variables input to STEPWISE (see DATA card, page 2)}$ and $N = \text{the number of observations}$. Then the following limits are in effect:

1. If $NV = 2$ (i.e., one independent and one dependent variable) then $N \leq 64980$. 


L. WEIGHT card (optional).

The "WEIGHT" card allows the user to perform a weighted regression analysis of the data. The card has one argument as shown below:

\[ \text{WEIGHT}=\text{IWT} \]

where IWT is the variable number where the weights will appear. (Variable number is the same as the subscript of the variable as it is read into the input array \(X\).) If IWT is zero than weighted regression will not be done. However, the default value of IWT is zero so if the user does not want to use weighted regression then the "WEIGHT" card need not be included. Weighted regression may be done on either raw data or rank transformed data. The weights are normalized by the program so that the sum of the weight equals the number of observations. When the WEIGHT option is requested the equations on the previous pages with respect to PRESS and the \(R^2\) on ranks are automatically adjusted to reflect these weights, as is the case for the normal equations used in the regression analysis.

The card is identified by the keyword "WEIGHT" which must begin in column one. There must be no blanks before or after the equal sign. A period to terminate the card is optional.

Example:

\[ \text{WEIGHT}=3 \]

In the example, weighted regression has been requested. The weights will appear in the data as variable number three.

M. DROP card (optional).

The "DROP" card allows the user to unconditionally drop observations from the regression analysis. (For information on how to conditionally drop observations, see the "Additional Data Transformations" section.) If the user knows in advance that some observations will need to be discarded, he may use the "DROP" card, indicating the number(s) of the observation(s) to be dropped. The card is identified by the keyword "DROP" which must
begin in column one. The only blank necessary is the one after the word "DROP." Commas are used to separate the observation numbers and a period is required after the last observation number. The observations being dropped need not appear in any special order. There must be no blanks preceding the period and there must be no blanks before or after the commas unless the card is to be continued. To continue the "DROP" card, at least one blank must follow the last comma and the continuation card must begin in column two. There is no limit to the number of continuation cards or to the number of observation drops per card.

Example:

\[ \text{DROP 9,6,1,5}. \]

In this example, the first, fifth, sixth, and ninth observations will be dropped. If the user wishes to drop a large number of observations, it may be advantageous to use the trans subroutine discussed in the "Additional Data Transformations" section.

N. TRANSFORMATION card (optional).

The "TRANSFORMATION" card allows the user to define new variables or redefine existing variables via simple transformations of existing variables. (For more complicated variable transformations, see the "Additional Data Transformations" section.) The writing of the "TRANSFORMATION" card is done using variable subscript numbers. The card is identified by the keyword "TRANSFORMATION" which must begin in column one. The only blank necessary is the one after the word "TRANSFORMATION" and there must be no blanks within the transformation definitions. The variable being defined or redefined appears on the left hand side of an equal sign and the variables used to define or redefine it appear on the right hand side. There must be no blanks on either side of the equal sign and the variables need not appear in any special order. Stars are used to separate the variables on the right hand side and there must be no blanks on either side of any star in a transformation definition. There is no limit to the number of variables used in a transformation definition as long as it fits on one card. A minus sign in front of a
variable on the right hand side indicates that the reciprocal of that
variable is wanted. There must be no blanks on either side of the minus
sign. Commas are used to separate transformation definitions. There must
be no blanks before or after a comma unless the card is to be continued.
In such cases, the comma must be followed by at least one blank and the
continuation card must begin in column two. Do not break up a trans­
formation definition by continuing it on to the next card. There is no
limit to the number of continuation cards or to the number of trans­
formation definitions per card. A period is required after the last
transformation definition and there must be no blanks preceding it.

Labels for the variables created by the "TRANSFORMATION" card are
automatically generated using the characters of the transformation definition.
When using the "TRANSFORMATION" card and/or the TRANS subroutine, the raw
variables must be numbered from NV+1 to NV+NT, where NV is the number of
input variables and NT is the number of new variables created via trans­
formations. (For a complete description of the TRANS subroutine, see the
"Additional Data Transformations" section.)

Example:

TRANSFORMATION  4 = 1*3, 2=-2, 8=6/-7

In this example, variable number four has been defined to be the product of
variable number one and variable number three, variable number two has been
redefined to be the reciprocal of itself, and variable number eight has
been defined as variable number six times the reciprocal of variable
number seven, that is variable eight is variable six divided by variable
seven. Note that use of a minus sign on this card is used to denote a
reciprocal.
2. If $NV \geq 3$, then $NV^N \leq 175931$.

When raw data are being analyzed, there essentially is no limit to the number of observations that can be processed. If the user has a data set falling outside of the above limits but would still like to do a rank regression, then it would be necessary for the user to rank the data outside of the STEPWISE program and then not use the RANK REGRESSION card. However, using this approach will not provide raw Y's within the STEPWISE program.

Example:

```
RANK REGRESSION
```

O. END OF PARAMETERS card (required).

The "END OF PARAMETERS" card is used to indicate the end of parameter card input.

Example:

```
END OF PARAMETERS
```

P. FORMAT card (required, if data are read from cards).

A format card is required if data are to be read from cards. The format card may contain D, E, and F and (in some cases) I-numeric specifications and T and X positional specifications. The format must be enclosed in parentheses and conform to the syntax of the CDC FORTRAN IV variable format. The format may be continued on up to 10 cards.

Example:

```
(F2.1,F2.2,F4.0,1X,F1.0,3X,F2.0)
```
In most cases, the user will use the F and X format specifications. Listed below is a sample data card with data punched in columns 1 through 15.

```
145796043182461
```

The preceding format would read in the data card assigning the values listed below for the respective variables.

<p>| | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>X(1)</td>
<td>X(2)</td>
<td>X(3)</td>
<td>X(4)</td>
<td>X(5)</td>
</tr>
<tr>
<td>1.4</td>
<td>0.57</td>
<td>9604.0</td>
<td>1.0</td>
<td>61.0</td>
</tr>
</tbody>
</table>

In the general case of Fw.d, w is the field width of the variable on the data card (the variables are read in sequentially from 1 to NV, where NV is the number variables to be read from the cards), i.e., the number of columns used to specify the values of the variable and d is the number of decimal places read in or the number of columns to the left of where the decimal point should be placed. The nX specification is used to skip columns on the data card where n is the number of columns to be skipped.

If more than one data card is used to input the data from one observation, a slash in the format is used to specify that reading should continue on the next card.

**Example:**

```
(F2.1,6F2.2,8F5.3,7F4.1/10F5.2)
```

The above format card would cause the first 22 variables to be read from the first data card defining the first 22 values in the observation vector and the next 10 (23 to 32) to be read from the second data card completing that observation vector. There may be any number of cards per observation vector.

If more than one card is necessary for specifying the format, it should be continued for however many cards are necessary without any indication in the format itself that it is being continued. In other words, it should be written just as it would be written on one long card.

Q. END OF DATA trailer card (required when reading data from cards).

In order that the user does not have to specify the number of
observations he has in his data, the "END OF DATA" trailer card should follow the data. The trailer is necessary only when multiple sets of data are being processed in one computer run. The trailer card is used to separate the data of one data set from the parameters of the next. If only one set of data is being processed, there is no need for a trailer card, although it may be used. Do not use an END OF DATA card when DATDIS = 2.

Example:

/ END OF DATA

IV. ADDITIONAL DATA TRANSFORMATIONS

It is possible, in addition to the simple transformations specified by the "TRANSFORMATION" card, to create complicated transformations by use of a user supplied subroutine called TRANS. The user may redefine user supplied variables or create new variables as transformations or combinations of the variables read in. When using the TRANS subroutine and/or the "TRANSFORMATION" card, the new variables must be numbered from NV+1 to NV+NT where NV is the number of input variables and NT is the number of new variables created via transformations. The simple variable transformations defined by the "TRANSFORMATION" card are always done first. The subroutine TRANS is then used to perform the more complicated transformations or to conditionally drop observations through use of IDROP as explained below. This subroutine may contain any legal FORTRAN statements. There are five variables made available to the subroutine via common block IMAN which the user may use to either make decisions while processing the input data or to modify the input status of an observation. These variables are NRAW, NTRANS, IDROP, IDUM, and IRANK and are discussed below. The general form of the subroutine is as follows:

SUBROUTINE TRANS (X)
DIMENSION X(180)
COMMON/IMAN/NRAW,NTRANS,IDROP,IDUM,IRANK
::
   any transformations
::
RETURN
END
The above cards are the minimum requirements for the subroutine. The subroutine requires a single argument, X, which is the array of input variables for a single observation, i.e., the observation vector X. The variables in common block IMAN are:

- **NRAW** - is the current count of the raw observation being read in. It may be used to make decisions when making variable transformations based on the observation count or it may be used as a label if values are to be printed out. The value of NRAW must not be changed by the programmer.

- **NTRANS** - is the current count of the transformed observation being processed. It will always be the same as NRAW except in the case of dropping observations. In this case, NTRANS will be the count of those observations which have not been dropped. The value of NTRANS must not be changed by the programmer.

- **IDROP** - is used to indicate that the user wishes to drop an observation from the analysis. The value of IDROP is always zero upon entering the subroutine. When IDROP is set to any non-zero value, the observation vector being transformed at the time IDROP is set non-zero, will be dropped from the analysis.

- **IDUM** - has no function within subroutine TRANS and the programmer should not change the value of IDUM within TRANS.

- **IRANK** - is set within the main program and indicates when the user has requested RANK REGRESSION. When IRANK = 0, the usual regression analysis on the raw data has been requested. When IRANK = 1, RANK REGRESSION has been requested. The value of IRANK must not be changed by the programmer.

Example of using the TRANS subroutine:

```fortran
SUBROUTINE TRANS(X)
DIMENSION X(180)
COMMON/IMAN/NRAW,NTRANS,IDROP,IDUM,IRANK
IF(NRAW.EQ.1)FAT=0.0
IF (X(9).NE.0.0)GOTO 4
IDROP=1
RETURN
4 X(13)=(x(8)-X(7))/X(5)
X(16)=X(11)/X(9)*100
FAT=FAT + X(10)
X(14)=ALOG(X(4))
WRITE (3,101)(X(J),J=13,16),FAT,NTRANS
101 FORMAT (20X,5F8.3,3X,15)
```
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In the above example, assume 12 variables are read in from cards (NV=12) according to the format specifications given by the user on the variable format card. The first time through, i.e., when NRAW=1, the variable FAT is set to zero. Each time through, X(9) is checked for being zero and in those cases when it is zero, the observation is dropped for all variables 1 through 16. If X(9) is non-zero, then X(13) and X(16) are created as transformations of existing variables. Also X(4) is transformed to its log (base e) and X(10) is accumulated in the location named FAT. Note that variables X(14) and X(15) are not defined in this subroutine. They may have been previously defined by use of a TRANSFORMATION card, thus the user is allowed complete freedom in creating transformed variables. Also, when X(9) is non-zero, the values of the new variables are printed out along with the cumulative sum of X(10) and the number of transformed observation (NTRANS).

An example of the use of IRANK is as follows. If the user is making multiple passes of the same data set and some of the passes involve RANK REGRESSION while the remaining passes involve the usual regression on the raw data, and furthermore some of the data is to be dropped from the raw analysis but not dropped from the rank analysis: then the programmer can make use of the passed value of IRANK to determine whether an observation should be dropped or whether it should remain in the analysis for that particular run. That is, if IRANK = 1, then you would jump over the statements that set IDROP = 1. This prevents the deletion of the observation when RANK REGRESSION is requested.

V. OUTPUT OF THE REGRESSION COEFFICIENTS AND THE OBSERVATIONS WITH THEIR PREDICTED VALUES WHEN USING RANK REGRESSION

The user often has need of the regression coefficients from a particular fitted model. In order to accommodate these users, we have incorporated into STEPWISE the following option. These coefficients are automatically written onto TAPE 19 and the user can access these coefficients as described below.

For each distinct ANOVA table that STEPWISE produces in a run, a unique sequence number is attached to that ANOVA table and is printed at the bottom of the table. This sequence number begins with "101" and increments
in unit steps. Also the "number" of the variable that is referred to
below is the number given to that variable when it is read in (or generated
via transformations) and corresponds to the number of the variable that is
used in the MODEL card.

The information written on TAPE 19 is arranged as follows. For each
unique sequence number, a group of card images is written on TAPE 19 fol-
lowed by two blank card images. Within this group of card images the first
card contains the following information:

Columns 1 - 22  "Unique Sequence No. = "
Columns 23 - 27  Contains the unique sequence number for this group
of cards in an I5 format.
Columns 28 - 66  "ANALYSIS FOR DEPENDENT VARIABLE"
Columns 67 - 69  Contains the number of the dependent variable used
in this analysis in an I3 format.
Columns 70 - 72  
Columns 73 - 80  Contains the label of the dependent variable (given
in columns 67 - 69) in an A8 format.

The second card contains the TIlTE (see Section II-A) in an 80 column al-
phabetic format. All remaining cards within this group of cards are
written in the following format with the explanation following:

FØRMAT(1X,13,1X,12,1X,4(13,E15.8)).

Columns 2 - 4  The number of independent variable included in the
fitted model, excluding the constant term.
Columns 6 - 7  A card number that is unique within this group of
cards.
Columns 9 - 80  Contains 4 sets of values, each set containing the
number of the independent variable included in the
fitted model followed by the estimate of the co-
efficient.

Note: The first coefficient on the first card with a group always
contains the constant term and its "number" is zero.

In order to access this information the user may use one of the fol-
lowing procedures. The user could catalog TAPE 19 as a permanent file and
then read whatever information he desires from the permanent file. For
example, the following sequence would catalog TAPE 19.
LDSET, PRESET=INF.
STEP, PL=40000.
CATALOG, TAPE19, THIS-FILE, CY=1, CN=DEFAULTPW.
EXIT.
EXIT.

If the user does not wish to catalog TAPE 19 as a permanent file but desires punched cards, then the following sequence would be appropriate.

LDSET, PRESET=INF.
STEP, PL=40000.
REWIND, TAPE19.
COPYCF, TAPE19, PUNCH.
EXIT.
EXIT.

Or if the user wished to have a print-out of the card images along with the punched cards, then the following would suffice.

LDSET, PRESET=INF.
STEP, PL=40000.
REWIND, TAPE19.
COPYCF, TAPE19, PUNCH.
REWIND, TAPE19.
COPYSBF, TAPE19, OUTPUT.
EXIT.
EXIT.

As mentioned in Section II - K, the user can obtain the original observations and the predicted raw \( \hat{Y} \)'s when using RANK REGRESSION by retrieving them from TAPE 20.

When requesting RANK REGRESSION and PLOT RESIDUALS, the plots given will be the ranks of the data and the predicted ranks or rank residuals (whichever is appropriate). That is, none of the plots involve any of the raw data. Therefore, if the user wishes to see plots of the original observations versus the raw \( \hat{Y} \)'s, residuals, etc., then this must be done separate from the STEPWISE program.

To facilitate this type of further analysis, the STEPWISE program is set up to automatically write the original observations and the raw \( \hat{Y} \)'s on TAPE 20 as a binary file. If the user wants to save these for further
analysis, then TAPE 20 should be cataloged as a permanent file as explained in the previous part of this section.

The data file on TAPE 20 is created in the following manner. All records are written in unformatted binary code. The first record is the TITLE card information, which is 80 columns of alphameric characters. The second record is an integer variable that gives the number of observations. All of the remaining records consist of two floating point numbers. The first is the original observed Y-value and the second is the predicted raw value of Y (i.e., the raw \( \hat{Y} \)). The number of records of pairs of data will be equal to the number of observations.

VI. DECK SETUP FOR STEPWISE

On the following page is an example of how to setup the cards for use in running STEPWISE. Cards 1 - 15, 22 - 32, and 46 - 64 all begin in card column one, while the Fortran statements in cards 16 - 21 start in column 7. Cards 35 - 45 are data cards in 5F6.0 format. Card number 1 is the JOB card and needs to be changed only to show the user's name and the box number. Note also that due to large core memory requirements of STEPWISE, that the extended core parameter must be set at 1200. Card number 2 must contain the user's social security number, division number and charge number. Cards 3 - 14 are control cards and will remain the same for all runs. The only exception being the use of TAPE 19 and TAPE 20 control cards that are explained in Section V. Cards 16 - 21 provide a dummy subroutine for transformations with any desired transformations (see page 17) following card number 20. Cards 23 - 32 are parameter cards (see pages 2-17). If the data is on cards, it will appear starting on card 33 with one vector of observations per card(s), followed by the END OF DATA card. Cards 47 - 53 reprocess the data with a backward solution. Note the absence of the LABEL card. The labels used in the first pass of the data will be used for this second analysis. Cards 54 - 64 reprocess the data with a stepwise solution and RANK regression.

Card No. | DECK SETUP FOR STEPWISE
--- | ---
1 | STE,T10,EC1200.
2 | ACCOUNT,S509423684,D1223,G13,A0188000,RP,KUNC.
3 | FITN,R=2,B=TRANZ.
4 | REMIND,TRANZ.
5 | ATTACH,OBJECT,STEPWISE-RLI.
REWIND, OBJECT.
CPILE, OBJECT, TRANZ, STEP.
ATTACH, SUBS, DL223-760C-LIBRARY.
ATTACH, FXDPLIB, FXDPLIB.
LIBRARY, SUBS, FXDPLIB.
LDSET, PRESET = INF.
STEP, PL = 40000.
EXIT.
EXIT.
(END OF RECORD -- MULTI-PUNCH 7 8 9 in CPEL 1).

SUBROUTINE TRANS(X)
    COMMON/IMAN/IRAW, NTRANS, IDRFP, IDUM, IRANK
    DIMENSION X(180)
    C ANY TRANSFORMATIONS GO HERE
    RETURN
END

(END OF RECORD -- MULTI-PUNCH 7 8 9 in CPEL 1)
TITLE, EXAMPLE OF STEPWISE OPTION (DATA FROM DRAPER AND SMITH, p. 365 - 402)
DATA, 5, 0, 1.
LABEL(1) = X1, X2, X3, X4, Y
MODEL, 5 = 1 + 2 + 3 + 4.
STEPWISE, SIGIN = .05, SIGOUT = .10
PRESS
OUTPUT, ALL
PLOT RESIDUALS
END OF PARAMETERS
(5F6.0)

7.  26.  6.  60.  78.5
1.  29.  15.  52.  74.3
11.  56.  8.  20.  104.3
11.  31.  8.  47.  87.6
7.  52.  6.  33.  95.9
11.  55.  9.  22.  109.2
3.  71.  17.  6.  102.7
1.  31.  22.  44.  72.5
2.  54.  18.  22.  93.1
21.  47.  4.  26.  115.9
1.  40.  23.  34.  83.8
11.  66.  9.  12.  113.3
10.  68.  8.  12.  109.4

END OF DATA
TITLE, EXAMPLE OF BACKWARD OPTION (DATA FROM DRAPER AND SMITH, p. 364 - 402)
DATA, 5, 0, 2.
MODEL, 5 = 1 + 2 + 3 + 4.
BACKWARD, SIG = .05
OUTPUT, COVR, STEPS, RESIDUALS
PRESS
END OF PARAMETERS
TITLE, EXAMPLE OF RANK REGRESSION WITH STEPWISE OPTION (DATA FROM DRAPER/SMITH)
DATA, 5, 0, 2.
LABEL(1) = RANK(X1), RANK(X2), RANK(X3), RANK(X4), RANK(Y)
VII. DECK SETUP FOR STANDARDIZING DATA

Any of the variables may be standardized by using the Deck Setup on the following 2 pages. Remarks on page 22 explain the control cards 1 - 15. Cards 18 - 30 explain how to use the standardizing program. The user should note that card 43 must be made to match the data, and that the DATA parameter card must have a 2 as the third parameter (see page 2).

Card decks of this standardizing program are available from the authors of this report.

The standardizing program can be replaced by any program that the user would desire in terms of manipulating the input data set.

Card
No. DECK SETUP FOR STANDARDIZING DATA BEFORE RUNNING STEPWISE
1    STE,T10,EC1200.
2    ACCOUNT,S509423684,D1223,G13,A0188000,RP,KUNC.
3    FIN,R=2,B=STAN.
4    LDSET,PRESET=ZERØ.
5    STAN.
6    FIN,R=2,B=TRANZ.
7    REWIND,TRANZ.
8    ATTACH,OBJECT,STEPWISE-RLI.
9    REWIND,OBJECT.
10   CØPYL,OBJECT,TRANZ,STEP.
11   ATTACH,SUBS,D1223-7600-LIBRARY.
12   ATTACH,FXDPLIB,FXDPLIB.
13   LIBRARY,SUBS,FXDPLIB.
14   LDSET,PRESET=INF.
15   STEP,PL=40000.
16   (END OF RECORD -- MULTI-PUNCH 7 8 9 IN CØL 1)
17  C
18  C THIS PROGRAM WILL STANDARDIZE ANY OF THE INPUT VARIABLES. FOR
19  C STANDARDIZING A CARD MUST BE PLACED IN FRONT OF THE DATA WITH THE
20  C NUMBER OF VARIABLES (NV) RIGHT JUSTIFIED IN COLUMNS 1 - 3. THE
21  C REST OF THIS CARD AND POSSIBLY CONTINUING ONTO A SECOND CARD DE-
22  C PENDING ON THE NUMBER OF VARIABLES) WILL BE FILLED WITH EITHER ZERØS
23  C OR ONES. A 1 PUNCHED IN COLUMNS 4 WILL INDICATE THAT VARIABLE NUM-
24  CBER ONE IS TO BE STANDARDIZED, WHILE A 0 PUNCHED IN THIS COLUMN WILL
25  C INDICATE THAT VARIABLE NUMBER 1 IS NOT TO BE STANDARDIZED. VAR-
26  CIBLE NUMBER 2 IS LIKELYWISE FLAGGED IN COLUMN 5, VARIABLE NUMBER 3 IN
COLUMN 6, ETC.

C

THE FIRST DIMENSION OF THE DATA MATRIX SHOULD BE AT LEAST ONE

GREATERTHAN THE NUMBER OF OBSERVATIONS. WHILE THE SECOND DIMEN-

SION MUST BE AT LEAST EQUAL TO NV.

C

PROGRAM STAND(INPUT,OUTPUT,TAPE10, TAPE 5 = INPUT)

DIMENSION IFLAG(101),DATA(10000,9)

READ(5,105)NV,(IFLAG(J),J=1,NV)

105 FORMAT(I3,7F11/24Il)

NV1 = NV - 1

C

READ IN DATA. FORMAT 100 MUST CONFORM TO USERS DATA.

C

I = 1

1 READ(5,100)(DATA(I,J),J=1,NV)

IF(EOF(5))2,3

100 FORMAT(2X,7F10,5,4XF4.0)

3 CONTINUE

I = I + 1

G0 TO 1

2 I = I - 1

C

I = 1

PRINT 102

102 FORMAT(*MEANS AND ST. DEVS. OF VARIABLES THAT WERE STANDARD-

IZED*, /* VAR MEAN ST. DEV.*)

D0 4 K = 1,NV

IF(IFLAG(K).EQ.O) GO TO 8

XB = 0.

SD = 0.

D0 5 J = 1,I

XB = XB + DATA(J,K)

5 SD = SD + DATA(J,K)**2

XB = XB/I

SD = SQRT((SD - I*XB**2)/(I-1))

D0 6 J = 1,I

6 DATA(J,K) = (DATA(J,K) - XB)/SD

PRINT 101,K,XB,SD

101 FORMAT(*O*,I4,2F12.5)

G0 TO 4

8 PRINT 106,K

106 FORMAT(*O*,I4,* THIS VARIABLE WAS NOT STANDARDIZED*).

4 CONTINUE

D0 7 J = 1,I

7 WRITE (10)(DATA(J,K),K=1,NV)

10 ENDFILE 10

10 CALL EXIT

END

(END OF RECORD -- MULTI-PUNCH 7 8 9 IN COLUM 1)

PARAMETER CARD(S) FOR STANDARDIZING VARIABLES GOES HERE

FOLLOWED BY DATA CARDS
SUBROUTINE TRANS(X)
CHARACTER/IMAN/NRAW,NTRANS,IDRP,IDUM,IRANK
DIMENSION X(180)
C ANY TRANSFORMATIONS GO HERE
RETURN
END

PARAMETER CARDS GO HERE
DATA CARD MUST HAVE A 2 AS THE THIRD PARAMETER --
THIS INDICATES DATA IS ON TAPE 10(DISK)

END OF INFORMATION -- MULTI-PUNCH 6 7 8 9 IN COL 1

END OF INFORMATION -- MULTI-PUNCH 6 7 8 9 IN COL 1
VIII. BIBLIOGRAPHY


IX. EXAMPLE
TITLE EXAMPLE OF STEPPRISE OPTION (DATA FROM DRAPER AND SMITH, P. 365-462)

SANCIA LABORATORIES << STEPPRISE REGRESSION PROGRAM >> COURTESY OF DEPT. OF STATISTICS - KANSAS STATE UNIVERSITY

TITLE EXAMPLE OF STEPPRISE OPTION (DATA FROM DRAPER AND SMITH, P. 365-462)

SANCIA LABORATORIES << STEPPRISE REGRESSION *** FROM KANSAS STATE UNIVERSITY

TITLE EXAMPLE OF STEPPRISE OPTION (DATA FROM DRAPER AND SMITH, P. 365-462)

SANCIA LABORATORIES << STEPPRISE REGRESSION *** FROM KANSAS STATE UNIVERSITY

INPUT CHECK ON DATA

Y1  Y2  Y3  Y4
1   2   3   4
5

N. OF DATA INPUT = 17
N. OF TRANSFORMED OBSERVATIONS = 13
N. OF OBSERVATIONS Dropped = 0
### Title: Example of Stepwise Option (Data from Draper and Smith, p. 361-421)

#### SANDIA LABORATORIES

**STEPWISE REGRESSION *** FROM KANSAS STATE UNIVERSITY**

<table>
<thead>
<tr>
<th>Variable Name</th>
<th>Variable Index</th>
<th>Mean</th>
<th>Variance</th>
<th>Std. Dev.</th>
<th>Std. Err.</th>
<th>C.V.</th>
</tr>
</thead>
<tbody>
<tr>
<td>X1</td>
<td>1</td>
<td>7.66824</td>
<td>74.4246</td>
<td>8.61633</td>
<td>.66847</td>
<td>9.78</td>
</tr>
<tr>
<td>X2</td>
<td>2</td>
<td>43.1654</td>
<td>259.344</td>
<td>16.125</td>
<td>4.2735</td>
<td>9.62</td>
</tr>
<tr>
<td>X3</td>
<td>3</td>
<td>41.7639</td>
<td>41.1673</td>
<td>6.40541</td>
<td>4.1724</td>
<td>15.87</td>
</tr>
<tr>
<td>X4</td>
<td>4</td>
<td>37.6652</td>
<td>37.6652</td>
<td>6.12415</td>
<td>4.1724</td>
<td>15.87</td>
</tr>
<tr>
<td>V</td>
<td>5</td>
<td>66.4246</td>
<td>77.6652</td>
<td>8.81245</td>
<td>4.1724</td>
<td>15.87</td>
</tr>
</tbody>
</table>

**FIRST OBSERVATIONS**

<table>
<thead>
<tr>
<th>Variable Name</th>
<th>Variable Index</th>
<th>Mean</th>
<th>Variance</th>
<th>Std. Dev.</th>
<th>Std. Err.</th>
<th>C.V.</th>
</tr>
</thead>
<tbody>
<tr>
<td>X1</td>
<td>1</td>
<td>4.6779</td>
<td>2.9866</td>
<td>1.7290</td>
<td>.1730</td>
<td>.08</td>
</tr>
<tr>
<td>X2</td>
<td>2</td>
<td>3.3763</td>
<td>4.9282</td>
<td>.7707</td>
<td>.0770</td>
<td>.18</td>
</tr>
<tr>
<td>X3</td>
<td>3</td>
<td>2.3464</td>
<td>3.1461</td>
<td>.5605</td>
<td>.0560</td>
<td>.17</td>
</tr>
<tr>
<td>X4</td>
<td>4</td>
<td>2.5438</td>
<td>2.5438</td>
<td>.5067</td>
<td>.0507</td>
<td>.20</td>
</tr>
<tr>
<td>V</td>
<td>5</td>
<td>2.3464</td>
<td>2.3464</td>
<td>.4868</td>
<td>.0486</td>
<td>.21</td>
</tr>
</tbody>
</table>

**SUM OF SQUARES MATRIX**

<table>
<thead>
<tr>
<th>Variable Name</th>
<th>Variable Index</th>
<th>Mean</th>
<th>Variance</th>
<th>Std. Dev.</th>
<th>Std. Err.</th>
<th>C.V.</th>
</tr>
</thead>
<tbody>
<tr>
<td>X1</td>
<td>1</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>.0100</td>
<td>.10</td>
</tr>
<tr>
<td>X2</td>
<td>2</td>
<td>.8746</td>
<td>1.8677</td>
<td>.9340</td>
<td>.0934</td>
<td>.11</td>
</tr>
<tr>
<td>X3</td>
<td>3</td>
<td>.9241</td>
<td>1.8677</td>
<td>.9340</td>
<td>.0934</td>
<td>.11</td>
</tr>
<tr>
<td>X4</td>
<td>4</td>
<td>.9241</td>
<td>1.8677</td>
<td>.9340</td>
<td>.0934</td>
<td>.11</td>
</tr>
<tr>
<td>V</td>
<td>5</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>.0100</td>
<td>.10</td>
</tr>
</tbody>
</table>

**CORRELATION MATRIX**

<table>
<thead>
<tr>
<th>Variable Name</th>
<th>Variable Index</th>
<th>Mean</th>
<th>Variance</th>
<th>Std. Dev.</th>
<th>Std. Err.</th>
<th>C.V.</th>
</tr>
</thead>
<tbody>
<tr>
<td>X1</td>
<td>1</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>.0100</td>
<td>.10</td>
</tr>
<tr>
<td>X2</td>
<td>2</td>
<td>.8746</td>
<td>1.8677</td>
<td>.9340</td>
<td>.0934</td>
<td>.11</td>
</tr>
<tr>
<td>X3</td>
<td>3</td>
<td>.9241</td>
<td>1.8677</td>
<td>.9340</td>
<td>.0934</td>
<td>.11</td>
</tr>
<tr>
<td>X4</td>
<td>4</td>
<td>.9241</td>
<td>1.8677</td>
<td>.9340</td>
<td>.0934</td>
<td>.11</td>
</tr>
<tr>
<td>V</td>
<td>5</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>.0100</td>
<td>.10</td>
</tr>
</tbody>
</table>

**HIGHEST CORR. => X4 IS FIRST INDEPENDENT VARIABLE ADDED TO THE MODEL**

\[
\text{r}_{164} = \frac{-0.8169(2.9866)(-0.8215)}{(1-(-0.9750^2))(1-(-0.8215)^2)} = 0.304
\]

**PARTIAL CORRELATIONS AFTER X4 IS ADDED TO MODEL**

\[
\text{r}_{164} = \frac{-0.8169(2.9866)(-0.8215)}{(1-(-0.9750^2))(1-(-0.8215)^2)} = 0.968
\]

= HIGHEST PARTIAL CORR. => X1 WILL BE THE SECOND VARIABLE ADDED AFTER X4
TITLE: EXAMPLE OF STEPWISE OPTION (DATA FROM JARPER AND SMITH, P. 365-462)
SANDIA LABORATORIES \(*\) ** STEPWISE REGRESSION \(*\) FROM KANSAS STATE UNIVERSITY

**THE DEPENDENT VARIABLE IS INPUT VARIABLE 6**

**THE REGRESSION EQUATION:** $\hat{y} = 177.56793 - 0.7931681 x_4$

**REGRESSION SANDBOX TABLE**

**SOURCE** | **D.F.** | **S.E.** | **F** | **SIGNIFICANCE**
---|---|---|---|---
**REGRESSION** | 1 | 1811.3942 | 22.79570 | .0000
**RESIDUAL** | 5 | 1134.4602 | 3.07125 | .0490
**TOTAL** | 6 | | | 

**R** 2 IS .679059
**INTERCEPT IS** 117.56793
**STANDARD ERROR OF INTERCEPT IS** 5.72627

**VARIABLE** | **NAME** | **REGRESSION COEFFICIENTS** | **STANDARDIZED REGRESSION COEFFICIENTS** | **PARTIAL S.E.** | **T-TEST VALUES** | **II D.F.** | **P**-**VALUE** | **DELETES** | **R** 2 INK | **P**-**VALUES** | **USED FOR TESTING:** $H_0: \beta_4 = 0$
---|---|---|---|---|---|---|---|---|---|---|---|---
4 | $x_4$ | 1811.3942 | .7931681 | 1134.4602 | 177.56793 | 117.56793 | .0000 | .0490 | 

**UNIT FREE \( \beta \)**, I.E. $\beta_4 = \hat{\beta}_4 \frac{S(\bar{Y} - \hat{\alpha})}{S(Y - \hat{\alpha})^2}$

**THE \( \hat{\beta} \)'S CAN BE USED FOR ORDERING THE RELATIVE IMPORTANCE**
WHEREAS THE USUAL $\beta$'S CANNOT BE USED FOR ORDERING.
**Title**: Example of stepwise option (data from Draper and Smith, p. 365-463)

**Summary**: Stacked Laboratories are using stepwise regression. For independent variables selected in step 2:

<table>
<thead>
<tr>
<th>Variable</th>
<th>Regression Coefficient</th>
<th>Standard Error</th>
<th>t-Stat</th>
<th>P-value</th>
<th>Significance Level</th>
</tr>
</thead>
<tbody>
<tr>
<td>X1</td>
<td>1.0499627</td>
<td>.9545387</td>
<td>1.094</td>
<td>.264</td>
<td>.12</td>
</tr>
<tr>
<td>X2</td>
<td>-6.970043</td>
<td>.76218</td>
<td>-8.957</td>
<td>.000</td>
<td>.000</td>
</tr>
</tbody>
</table>

**Note**: This is the value that R^2 will decrease to if X2 is now deleted from the model, i.e.,

R^2 = .569976

**Final Regression Equation**: Y = 105.09738 + 1.43529583 * X1 - .6139585 * X2

**Additional Note**: Significance level had to be < .05 for the variable to enter the model.
TITLE: EXAMPLE OF STEPWISE OPTION (DATA FROM CHAPER AND SMITH, P. X-B-4(7))

SANDIA LABORATORIES *** STEPWISE REGRESSION *** FROM KANSAS STATE UNIVERSITY

DEPENDENT VARIABLE

INDEPENDENT VARIABLE IN FINAL MODEL
Title: Example of Stepwise Option (data from Draper and Smith, p. 365-422)

Gancis Laboratories: Stepwise Regression from Kansas State University

Predictions using final regression equation.
TITLE: EXAMPLE OF STEPPING OPTION (DATA FROM DRAPER AND SMITH, P. 366-402)

SANODA LABORATORIES -> STEPPING REGRESSION -> FROM KANSAS STATE UNIVERSITY

TABLE OF RESIDUALS FOR VARIABLES

<table>
<thead>
<tr>
<th>TIME</th>
<th>OBSERVED VALUE</th>
<th>RESIDUAL</th>
<th>ESTIMATED</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>74.6080</td>
<td>73.1113</td>
<td>7.4967</td>
</tr>
<tr>
<td>2</td>
<td>74.2000</td>
<td>72.6119</td>
<td>1.5881</td>
</tr>
<tr>
<td>3</td>
<td>104.3000</td>
<td>224.4444</td>
<td>-120.144</td>
</tr>
<tr>
<td>4</td>
<td>97.8000</td>
<td>90.1444</td>
<td>-7.6556</td>
</tr>
<tr>
<td>5</td>
<td>135.4000</td>
<td>115.4444</td>
<td>20.9556</td>
</tr>
<tr>
<td>6</td>
<td>132.7000</td>
<td>123.7444</td>
<td>-9.0556</td>
</tr>
<tr>
<td>7</td>
<td>73.5000</td>
<td>77.5222</td>
<td>-4.0222</td>
</tr>
<tr>
<td>8</td>
<td>99.1000</td>
<td>92.1444</td>
<td>6.9556</td>
</tr>
<tr>
<td>9</td>
<td>115.4000</td>
<td>111.4444</td>
<td>4.9556</td>
</tr>
<tr>
<td>10</td>
<td>93.9000</td>
<td>81.6888</td>
<td>11.2112</td>
</tr>
<tr>
<td>11</td>
<td>141.3000</td>
<td>111.9444</td>
<td>29.3556</td>
</tr>
<tr>
<td>12</td>
<td>119.4000</td>
<td>118.1444</td>
<td>1.2556</td>
</tr>
</tbody>
</table>

END OF ANALYSIS FOR 1ST PASS ON THE DATA

SANODA LABORATORIES -> STEPPING REGRESSION PROGRAM -> COURTESY OF DEPT. OF STATISTICS - KANSAS STATE UNIVERSITY

TITLE: EXAMPLE OF BACKWARD OPTION (DATA FROM DRAPER AND SMITH, P. 366-402)

DATA: 5X4-2

DATA WAS SAVED ON DISK ON THE FIRST PASS.

INPUT CHECK OF PARAMETERS

NUMBER OF VARIABLES READ IN = 5
NO. OF TRANSFORMED VARIABLES = 6
DATA DISPOSITION IS ?

NOTE THE LABELS CARD IS MISSING.
LABELS WILL CARRY OVER FROM 1ST PASS.

MODEL: 5X4-2

BACKWARD, SIG. 0.05 -> LEVEL FOR Deleting VARIABLES
OUTPUT, PARAMETERS, RESIDUALS -> NO INVERSE, NO SAVES OF SQUARES MATRIX
PRES
END OF PARAMETERS

(STAT CONTROL CARD)

(STAT CONTROL CARD)

(STAT CONTROL CARD)

(STAT CONTROL CARD)

(STAT CONTROL CARD)
TITLE: EXAMPLE OF BACKWARD OPTION (DATA FROM DRAPER AND SMITH, P. 345-462)
SANDIA LABORATORIES   STEPS: REGRESSION  FROM KANSAS STATE UNIVERSITY
INPUT CHECK ON DATA

<p>| | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>V1</td>
<td>V2</td>
<td>V3</td>
<td>V4</td>
<td>Y</td>
</tr>
<tr>
<td>1</td>
<td>?</td>
<td></td>
<td></td>
<td>5</td>
</tr>
</tbody>
</table>

FIRST OBSERVATION

7.0000000 6.0000000 6.0000000 7.0000000

NO. RAW DATA INPUT = 17
NO. TRANSFORMED OBSERVATIONS = 13
NO. OF OBSERVATIONS DROPPED = 0

TITLE: EXAMPLE OF BACKWARD OPTION (DATA FROM DRAPER AND SMITH, P. 345-462)
SANDIA LABORATORIES   STEPS: REGRESSION  FROM KANSAS STATE UNIVERSITY

<table>
<thead>
<tr>
<th>VARIABLE NAME</th>
<th>VARIABLE NUMBER</th>
<th>MEAN</th>
<th>VARIANCE</th>
<th>STD. DEV.</th>
<th>STD. CORR.</th>
</tr>
</thead>
<tbody>
<tr>
<td>X1</td>
<td>1</td>
<td>7.44154</td>
<td>34.4026</td>
<td>5.84224</td>
<td>1.63144</td>
</tr>
<tr>
<td>X2</td>
<td>2</td>
<td>4.25314</td>
<td>24.2141</td>
<td>4.92494</td>
<td>4.33941</td>
</tr>
<tr>
<td>X3</td>
<td>3</td>
<td>11.7647</td>
<td>11.2256</td>
<td>3.35313</td>
<td>1.77646</td>
</tr>
<tr>
<td>X4</td>
<td>4</td>
<td>36.0000</td>
<td>240.157</td>
<td>15.7558</td>
<td>4.64354</td>
</tr>
<tr>
<td>Y</td>
<td>5</td>
<td>95.4011</td>
<td>226.314</td>
<td>15.2437</td>
<td>4.37253</td>
</tr>
</tbody>
</table>

13 OBSERVATIONS

TITLE: EXAMPLE OF BACKWARD OPTION (DATA FROM DRAPER AND SMITH, P. 345-462)
SANDIA LABORATORIES   STEPS: REGRESSION  FROM KANSAS STATE UNIVERSITY

CORRELATION MATRIX

<p>| | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>V1</td>
<td>V2</td>
<td>V3</td>
<td>V4</td>
<td>Y</td>
</tr>
<tr>
<td>1</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
</tr>
<tr>
<td>V2</td>
<td>0.0296</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
</tr>
<tr>
<td>V3</td>
<td>-0.241</td>
<td>-0.2392</td>
<td>1.0000</td>
<td>1.0000</td>
</tr>
<tr>
<td>V4</td>
<td>-0.545</td>
<td>-0.577</td>
<td>-0.732</td>
<td>1.0000</td>
</tr>
<tr>
<td>Y</td>
<td>0.7687</td>
<td>0.166</td>
<td>-0.5347</td>
<td>-0.4213</td>
</tr>
</tbody>
</table>

NO. 1 2 4 5

NAME: X1 X2 X3 X4 Y

FLAG INDICATING HIGHLY CORRELATED INPUT VARIABLES.
IF MATRIX IS SINGULAR A MESSAGE WILL BE PRINTED AND PROCESSING STOPPED.
### ANOVA Table

**Title:** Example of Backward Option (Data from J. Garner and Smith, p. 266-267)

**Sanoh Laboratories ↔ Stepwise Regression ↔ From Kansas State University**

<table>
<thead>
<tr>
<th>Source</th>
<th>D.F.</th>
<th>SS</th>
<th>MS</th>
<th>F</th>
<th>Significance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Regression</td>
<td>6</td>
<td>2667.494</td>
<td>444.582</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Residual</td>
<td>8</td>
<td>666.077</td>
<td>83.261</td>
<td></td>
<td>.0003</td>
</tr>
<tr>
<td>Total</td>
<td>12</td>
<td>3333.571</td>
<td>277.792</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**P**-**** IS .2032

**Intercept IS .2648569

**Standard Error of Intercept IS .76.8710**

### Variable Regression Standardized Partial T-Test Values d.f. Delete Alpha
<table>
<thead>
<tr>
<th>Variable Number</th>
<th>Variable Name</th>
<th>Coefficients</th>
<th>Regression Coefficients</th>
<th>$R^2$</th>
<th>Values d.f.</th>
<th>Delete</th>
<th>Alpha</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$x_1$</td>
<td>1.5511258</td>
<td>.596527</td>
<td>25.9523</td>
<td>2.0742</td>
<td>.9724</td>
<td>.3775</td>
</tr>
<tr>
<td>2</td>
<td>$x_2$</td>
<td>.51016758</td>
<td>.527706</td>
<td>29.7575</td>
<td>.7644</td>
<td>.9413</td>
<td>.3113</td>
</tr>
<tr>
<td>3</td>
<td>$x_3$</td>
<td>.10190946</td>
<td>.043749</td>
<td>.1041</td>
<td>.1356</td>
<td>.9923</td>
<td>.6930</td>
</tr>
<tr>
<td>4</td>
<td>$x_4$</td>
<td>-.14486163</td>
<td>-.210747</td>
<td>-.2478</td>
<td>-.2035</td>
<td>.9823</td>
<td>.8243</td>
</tr>
</tbody>
</table>

**Unique Sequence Number for this ANOVA = 103**

**PRESS IS 110.**

Since no variables were forced to stay in the model, the variable with the largest $t > 6.904$ will be deleted.
**Example of Backward Option (Data from Draper and Smith, p. 365-62)**

**Sandia Laboratories - Stepwise Regression - From Kansas State University**

**ANOVA Table**

**Analysis of Regression for Variable**

<table>
<thead>
<tr>
<th>Source</th>
<th>D.F.</th>
<th>SS</th>
<th>MS</th>
<th>F</th>
<th>Significance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Regression</td>
<td>3</td>
<td>2667.7969</td>
<td>.889</td>
<td>166.93164</td>
<td>.0000</td>
</tr>
<tr>
<td>Residual</td>
<td>9</td>
<td>47.97779</td>
<td>5.330833</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>12</td>
<td>2715.7758</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**R**^2 **IS .99254**

**Intercept IS .71.64307**

**Standard Error of Intercept IS** .14424

**Variable** | **Variable Name** | **Regression Coefficients** | **Standardized Coefficients** | **Partial SS** | **T-Test** | **D.P.** | **P** | **Delete** | **Alpha** |
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>X1</td>
<td>1.4649360</td>
<td>.567737</td>
<td>620.8774</td>
<td>17.4001</td>
<td>.0001</td>
<td>.0001</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>X2</td>
<td>.4095876</td>
<td>.429414</td>
<td>257.7934</td>
<td>2.2418</td>
<td>.9725</td>
<td>.9725</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>X4</td>
<td>-.23654222</td>
<td>-.264133</td>
<td>9.9019</td>
<td>-1.3056</td>
<td>.9725</td>
<td>.9725</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Unique Sequence Number For This ANOVA = 124**

**PRESS IS** .54

**Example of Backward Option (Data from Draper and Smith, p. 365-62)**

**Sandia Laboratories - Stepwise Regression - From Kansas State University**

**ANOVA Table**

**Analysis of Regression for Variable**

<table>
<thead>
<tr>
<th>Source</th>
<th>D.F.</th>
<th>SS</th>
<th>MS</th>
<th>F</th>
<th>Significance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Regression</td>
<td>3</td>
<td>2667.4646</td>
<td>.889</td>
<td>132.9233</td>
<td>.0000</td>
</tr>
<tr>
<td>Residual</td>
<td>9</td>
<td>47.904643</td>
<td>5.370443</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>12</td>
<td>2715.3690</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**R**^2 **IS .99669**

**Intercept IS .92.677749**

**Standard Error of Intercept IS** .29617

**Variable** | **Variable Name** | **Regression Coefficients** | **Standardized Coefficients** | **Partial SS** | **T-Test** | **D.P.** | **P** | **Delete** | **Alpha** |
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>X1</td>
<td>1.4663557</td>
<td>.674137</td>
<td>848.4313</td>
<td>17.1047</td>
<td>.0001</td>
<td>.0001</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>X2</td>
<td>.662525049</td>
<td>.695017</td>
<td>1257.7423</td>
<td>14.4424</td>
<td>.0001</td>
<td>.0001</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Unique Sequence Number For This ANOVA = 126**

**Both X .46 = .05**

**UP TO NO MORE DELETIONS**
<table>
<thead>
<tr>
<th>Step No.</th>
<th>Value</th>
<th>Value</th>
<th>Value</th>
<th>Value</th>
<th>Value</th>
<th>Value</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>.1103E+01</td>
<td>.1053E+01</td>
<td>.1003E+01</td>
<td>.953E+01</td>
<td>.9035E+01</td>
<td>.8535E+01</td>
<td>0.0000E+00</td>
</tr>
</tbody>
</table>

Step 1 in Backward

Step 2

Step 3
**Table of Residuals for Variables**

<table>
<thead>
<tr>
<th>TIME</th>
<th>OBSERVED VALUE</th>
<th>PREDICTED VALUE</th>
<th>RESIDUAL</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>74.5000</td>
<td>80.3740</td>
<td>-5.8740</td>
</tr>
<tr>
<td>2</td>
<td>74.3980</td>
<td>73.7599</td>
<td>0.6381</td>
</tr>
<tr>
<td>3</td>
<td>98.9330</td>
<td>105.4140</td>
<td>-6.4810</td>
</tr>
<tr>
<td>4</td>
<td>97.6620</td>
<td>90.7545</td>
<td>6.9075</td>
</tr>
<tr>
<td>5</td>
<td>95.9000</td>
<td>97.2325</td>
<td>-1.3325</td>
</tr>
<tr>
<td>6</td>
<td>104.200</td>
<td>105.1977</td>
<td>-1.9977</td>
</tr>
<tr>
<td>7</td>
<td>102.700</td>
<td>104.8022</td>
<td>-2.1022</td>
</tr>
<tr>
<td>8</td>
<td>72.5000</td>
<td>74.8794</td>
<td>-2.3794</td>
</tr>
<tr>
<td>9</td>
<td>94.1000</td>
<td>91.2755</td>
<td>2.8245</td>
</tr>
<tr>
<td>10</td>
<td>115.900</td>
<td>114.6736</td>
<td>1.2264</td>
</tr>
<tr>
<td>11</td>
<td>91.9000</td>
<td>88.5397</td>
<td>3.3603</td>
</tr>
<tr>
<td>12</td>
<td>117.700</td>
<td>112.4377</td>
<td>5.2633</td>
</tr>
<tr>
<td>13</td>
<td>126.400</td>
<td>118.2933</td>
<td>-8.9367</td>
</tr>
</tbody>
</table>

End of Analysis for 2nd Pass on the Data

---

**Data Input Check of Parameters**

**Number of Variables Read In** = 5

**No. of Transformed Variables** = 0

**Data Disposition Is** 2

**LABELS** (1) = RANK(1), RANK(2), RANK(3), RANK(4), RANK(5) → These labels will replace the labels used on the previous two passes.

**MODEL** = 1, 2, 3, 4, 5 → A regression analysis will be performed on the ranks of the data.

**NAME OF VARIABLES**

**STEPWISE, SIGIN = .05, SIGOUT = .10**
### Example of Rank Regression with the Stepwise Option (Data from Draper/Smith)

**SANDIA LABORATORIES STEPPWISE REGRESSION FROM KANSAS STATE UNIVERSITY**

#### Input Check on Data

<table>
<thead>
<tr>
<th>RANK(X1)</th>
<th>RANK(X2)</th>
<th>RANK(X1)</th>
<th>RANK(X2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.000000</td>
<td>2.000000</td>
<td>3.000000</td>
</tr>
<tr>
<td>2</td>
<td>3.000000</td>
<td>4.000000</td>
<td>5.000000</td>
</tr>
</tbody>
</table>

**Note:** These are the ranks assigned to the first observation. Ranks are assigned by variable number.

#### Average Rank Resulting from Tied Input Observations

<table>
<thead>
<tr>
<th>Variable Name</th>
<th>Variable Number</th>
<th>Mean</th>
<th>Variance</th>
<th>Std. Dev.</th>
<th>Std. Err.</th>
</tr>
</thead>
<tbody>
<tr>
<td>RANK(X1)</td>
<td>1</td>
<td>7.000000</td>
<td>14.5417</td>
<td>3.7944</td>
<td>1.6421</td>
</tr>
<tr>
<td>RANK(X2)</td>
<td>2</td>
<td>7.000000</td>
<td>15.6430</td>
<td>3.9537</td>
<td>1.6746</td>
</tr>
<tr>
<td>RANK(X1)</td>
<td>3</td>
<td>7.000000</td>
<td>14.9157</td>
<td>3.8381</td>
<td>1.6746</td>
</tr>
<tr>
<td>RANK(X2)</td>
<td>4</td>
<td>7.000000</td>
<td>15.6430</td>
<td>3.9537</td>
<td>1.6746</td>
</tr>
<tr>
<td>RANK(Y)</td>
<td>5</td>
<td>7.000000</td>
<td>15.6430</td>
<td>3.9537</td>
<td>1.6746</td>
</tr>
</tbody>
</table>

#### Correlation Matrix

<table>
<thead>
<tr>
<th>RANK(X1)</th>
<th>RANK(X2)</th>
<th>RANK(X3)</th>
<th>RANK(X4)</th>
<th>RANK(Y)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.000000</td>
<td>1.000000</td>
<td>-0.2220</td>
<td>-0.3634</td>
<td>-0.4211</td>
</tr>
<tr>
<td>1.000000</td>
<td>1.000000</td>
<td>-0.2220</td>
<td>-0.3634</td>
<td>-0.4211</td>
</tr>
<tr>
<td>-0.2220</td>
<td>-0.2220</td>
<td>1.000000</td>
<td>1.000000</td>
<td>1.000000</td>
</tr>
<tr>
<td>-0.3634</td>
<td>-0.3634</td>
<td>1.000000</td>
<td>1.000000</td>
<td>1.000000</td>
</tr>
<tr>
<td>-0.4211</td>
<td>-0.4211</td>
<td>1.000000</td>
<td>1.000000</td>
<td>1.000000</td>
</tr>
</tbody>
</table>

**Note:** These correlations will all be the same within a column without tied observations.
**Title: Example of Rank Regression with the Stepwise Option (Data from Draper/Smith)**

**Sanita Laboratories (C) Stepwise Regression (C) from Kansas State University**

**Aov Table**

**Analysis of Regression for Variable 5 == Rank(Y)**

<table>
<thead>
<tr>
<th>Source</th>
<th>Df</th>
<th>SS</th>
<th>MS</th>
<th>F</th>
<th>Significance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Regression</td>
<td>1</td>
<td>113.91123</td>
<td>113.91123</td>
<td>18.411433</td>
<td>.0013</td>
</tr>
<tr>
<td>Residual</td>
<td>11</td>
<td>68.368768</td>
<td>6.1900678</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>12</td>
<td>182.280000</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

R^2 IS .62600
INTERCEPT IS 1.3438E-5
STANDARD ERROR OF INTERCEPT IS 1.48783

**Variable Name**

<table>
<thead>
<tr>
<th>Variable Name</th>
<th>Regression Coefficients</th>
<th>Standardized Regression Coefficients</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>RANK(F1) .80802292</td>
<td>.791192</td>
</tr>
</tbody>
</table>

UNIQUE SEQUENCE NUMBER FOR THIS ANOVA = 106
RANK FIT GIVES A RAW DATA NORMALIZED R^2 = .64292846
COEFFICIENT OF INTERPOLATION = .640359E-01

PRESS IS 98.147

**The User Should Note that This R^2 Value is Calculated As**

\[
\frac{\sum(y_i - \bar{y})^2}{\sum(y_i - \bar{y})^2 + \sum(x_i - \bar{x})^2}
\]

**And Since the \( \hat{y} \) Values Have Been Obtained Through Interpolation This Calculation Will Not Necessarily Result in the Same R^2 Value As the Usual Calculation**

\[
\frac{\sum(y_i - \hat{y})^2}{\sum(y_i - \bar{y})^2}
\]

**Since the \( \hat{y} \) Values Are Not the Least Squares Estimates, the Quantities \( \sum(y_i - \hat{y})^2 \) and \( \sum(x_i - \hat{x})^2 \) Are Not Orthogonal. That Is, the Sum of Cross-Products \( \sum(x_i - \hat{x})(\hat{y}_i - \bar{y}) \) Is Non-Zero. If the Sum of Cross-Products Is Near Zero, Then the Coefficient of Interpolation Will Be Near Zero. If It Is Large, Then the Coefficient Will Be Near One. See the Text for Further Discussion.**
**Title:** Example of Rank Regression with the Stepwise Option (Data from Draper/Smith

**Andia Laboratories (KC) Stepwise Regression (KC) from Kansas State University**

**Table 1: Analysis of Regression for Variable 3—Rank(y)**

<table>
<thead>
<tr>
<th>Source</th>
<th>D.F.</th>
<th>SS</th>
<th>MS</th>
<th>F</th>
<th>Significance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Regression</td>
<td>2</td>
<td>162.9228</td>
<td>81.461413</td>
<td>42.706984</td>
<td>.0000</td>
</tr>
<tr>
<td>Residual</td>
<td>10</td>
<td>15.077175</td>
<td>1.49777175</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>12</td>
<td>178.0000</td>
<td>15.099999</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

R**2** Is 0.907
*Standard Error of Intercept Is 1.312%

**Variables**

<table>
<thead>
<tr>
<th>Variable</th>
<th>Regression Coefficients</th>
<th>Standardized Regression Coefficients</th>
<th>Partial SS</th>
<th>t-Test</th>
<th>R<strong>2</strong></th>
<th>Alpha</th>
</tr>
</thead>
<tbody>
<tr>
<td>RANK(X1)</td>
<td>0.621418</td>
<td>0.604621</td>
<td>59.9822</td>
<td>5.6073</td>
<td>.0007</td>
<td>.0007</td>
</tr>
<tr>
<td>RANK(X2)</td>
<td>-0.55021</td>
<td>-0.55024</td>
<td>14.9916</td>
<td>-5.0676</td>
<td>.0011</td>
<td>.0011</td>
</tr>
</tbody>
</table>

**Unique Sequence Number for this ANOVA = 107**

R**2** fit gives a raw data normalized R**2** = .9284441

Coefficient of Interpolation = .1459 ± .00001

PRESS Is 35.492
**Title:** Example of Rank Regression with the Stepwise Option (Data from Draper and Smith)

**Table of Residuals for Variables $Y$ - Rank (Y)**

<table>
<thead>
<tr>
<th>Time</th>
<th>Rank of Y</th>
<th>Predicted Rank of Y</th>
<th>Rank Residual</th>
<th>Raw Y</th>
<th>Raw What</th>
<th>Raw Residual</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3.0</td>
<td>2.17498</td>
<td>-0.37502</td>
<td>79.5000</td>
<td>THESE TWO</td>
<td>-2.50250</td>
</tr>
<tr>
<td>2</td>
<td>2.6</td>
<td>1.13452</td>
<td>0.13547</td>
<td>74.7000</td>
<td>COLUMNS CAN</td>
<td>1.60275</td>
</tr>
<tr>
<td>3</td>
<td>9.0</td>
<td>14.4300</td>
<td>-1.40020</td>
<td>104.300</td>
<td>BIG SAVED ON</td>
<td>-5.06602</td>
</tr>
<tr>
<td>4</td>
<td>5.0</td>
<td>6.94473</td>
<td>-1.05427</td>
<td>87.0000</td>
<td>DISK 30</td>
<td>-8.12345</td>
</tr>
<tr>
<td>5</td>
<td>7.0</td>
<td>8.14760</td>
<td>-1.61013</td>
<td>95.9000</td>
<td></td>
<td>1.61013</td>
</tr>
<tr>
<td>6</td>
<td>10.0</td>
<td>10.00027</td>
<td>-2.75776-02</td>
<td>109.200</td>
<td></td>
<td>-5.00276-02</td>
</tr>
<tr>
<td>7</td>
<td>8.4</td>
<td>9.36617</td>
<td>-0.69017</td>
<td>107.700</td>
<td></td>
<td>-1.39017</td>
</tr>
<tr>
<td>8</td>
<td>1.0</td>
<td>2.21767</td>
<td>-1.25767</td>
<td>72.0000</td>
<td></td>
<td>-1.25767</td>
</tr>
<tr>
<td>9</td>
<td>6.6</td>
<td>4.96264</td>
<td>-3.03336-01</td>
<td>93.1000</td>
<td></td>
<td>-3.03336-01</td>
</tr>
<tr>
<td>10</td>
<td>13.0</td>
<td>12.77985</td>
<td>1.07015</td>
<td>112.900</td>
<td></td>
<td>1.07015</td>
</tr>
<tr>
<td>11</td>
<td>4.6</td>
<td>2.78021</td>
<td>1.92179</td>
<td>95.8000</td>
<td></td>
<td>1.92179</td>
</tr>
<tr>
<td>12</td>
<td>12.6</td>
<td>11.65673</td>
<td>0.95647</td>
<td>113.300</td>
<td></td>
<td>0.95647</td>
</tr>
<tr>
<td>13</td>
<td>11.6</td>
<td>12.14385</td>
<td>-0.59921</td>
<td>109.400</td>
<td></td>
<td>-0.59921</td>
</tr>
</tbody>
</table>

**Residual Sum of Squares on Raw Data = 368.382**

Termination on end of file = UNIT 5

See Nihin and Comover (1979) for an explanation of how these residuals are calculated.
INPUT CHECK OF PARAMETERS

NUMBER OF VARIABLES READ IN = 6

NO. OF TRANSFORMED VARIABLES = 3

DATA DISPOSITION IS 1

END OF PARAMETERS

FORMAT(6F6.0)

WEIGHT IS JUST A CONVENIENT LABEL TO USE HERE AS THE WEIGHTS ARE ENTERED AS THE 6TH VARIABLE.

NOTE: VARIABLE NUMBER 6 DOES NOT APPEAR ON THE MODEL CARD.

OBSERVATION NUMBER 8 WILL BE DROPPED.

THIS CARD CREATES 3 NEW VARIABLES Y, 8, AND 9 WHICH ARE RESPECTIVELY EQUAL TO $x_1^2$, $x_4^2$, AND $x_1x_4$.

THIS EXAMPLE USES WEIGHTED REGRESSION. THE WEIGHTS MUST BE USER SUPPLIED FOR EACH OBSERVATION AND APPEAR AS ONE OF THE INPUT VARIABLES. IN THIS CASE THE 6TH VARIABLE POSITION CONTAINS THE WEIGHTS. FOR PURPOSES OF ILLUSTRATION THE RESIDUALS FROM THE PREVIOUS STEPWISE ANALYSIS ON THESE 13 DATA POINTS WERE SCALLED SO THAT THE LARGEST RESIDUAL (IN ABSOLUTE VALUE: 5.02836) WAS REPRESENTED AS ZERO AND THE SMALLEST ABSOLUTE RESIDUAL (.137083) WAS REPRESENTED BY ONE. LINEAR INTERPOLATION WAS USED TO SCALE THE OTHER RESIDUALS. THESE SCALED VALUES WERE THEN USED AS WEIGHTS. PLEASE NOTE THAT THIS IS AN ENTIRELY ARBITRARY WAY TO ASSIGN WEIGHTS.
TITLE: WEIGHT TRANSFORMATION, AND DROP OPTIONS EXAMPLE - (DRAPER AND SMITH DATA)

SANDIA LABORATORIES <> STEPWISE REGRESSION <> FROM KANSAS STATE UNIVERSITY

INPUT CHECK ON DATA

<table>
<thead>
<tr>
<th>X1</th>
<th>X2</th>
<th>X3</th>
<th>X4</th>
<th>Y</th>
<th>WEIGHT</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
</tr>
</tbody>
</table>

These labels are created by the program

\[ \begin{align*}
1 \times & \left( \frac{2.16018 - .137083}{5.02338 - .137083} \right) \\
2 \times & \left( \frac{2.16018 - .137083}{5.02338 - .137083} \right)
\end{align*} \]

No. raw data input = 13
No. transformed observations = 12
No. of observations dropped = 1

Observation number 8 was dropped

Weighted regression requested, weights appear as variable number 6
### Title: Weight Transformation and DCC PCCs: Example - Draper and Smith Data

SANDIA LABORATORIES ☺☺ STEPWISE REGRESSION ☺☺ FROM KANSAS STATE UNIVERSITY

<table>
<thead>
<tr>
<th>VARIABLE</th>
<th>VARIABLE NUMBER</th>
<th>MEAN</th>
<th>VARIANCE</th>
<th>STD. DEV.</th>
<th>STD. ERR.</th>
<th>CV.</th>
</tr>
</thead>
<tbody>
<tr>
<td>X1</td>
<td>1</td>
<td>7.37486</td>
<td>37.8115</td>
<td>6.14711</td>
<td>1.77509</td>
<td>83.39</td>
</tr>
<tr>
<td>X2</td>
<td>2</td>
<td>50.2460</td>
<td>244.624</td>
<td>15.6243</td>
<td>4.50946</td>
<td>31.46</td>
</tr>
<tr>
<td>X3</td>
<td>3</td>
<td>12.0062</td>
<td>41.172</td>
<td>6.41640</td>
<td>1.85526</td>
<td>53.44</td>
</tr>
<tr>
<td>X4</td>
<td>4</td>
<td>27.6988</td>
<td>286.278</td>
<td>16.2126</td>
<td>4.68226</td>
<td>16.48</td>
</tr>
<tr>
<td>X5</td>
<td>5</td>
<td>85.0574</td>
<td>1618.2</td>
<td>127.217</td>
<td>36.7244</td>
<td>142.80</td>
</tr>
<tr>
<td>X6</td>
<td>6</td>
<td>1658.98</td>
<td>1.2503E+07</td>
<td>1120.19</td>
<td>323.372</td>
<td>108.86</td>
</tr>
<tr>
<td>X7</td>
<td>7</td>
<td>108.760</td>
<td>3652.8</td>
<td>191.115</td>
<td>55.1701</td>
<td>101.24</td>
</tr>
<tr>
<td>X8</td>
<td>8</td>
<td>96.8053</td>
<td>197.90</td>
<td>14.0698</td>
<td>4.06161</td>
<td>14.52</td>
</tr>
</tbody>
</table>

12 OBSERVATIONS

These statistics are all the result of weighted calculations, i.e.,

\[
\text{Weighted Mean} = \frac{\sum w_i x_i}{\sum w_i}
\]

Comparisons can be made with the previous unweighted example.
EXAMPLE OF THE INFORMATION
WRITTEN ON TAPE 19.

UNIQUE SEQUENCE NO. = 101
TITLE: EXAMPLE OF STEPWISE OPTION (DATA FROM DRAPER AND SMITH, P. 365-432)
1 1 1 0 .11756793E+03 4 -.73145181E+00

UNIQUE SEQUENCE NO. = 102
TITLE: EXAMPLE OF STEPWISE OPTION (DATA FROM DRAPER AND SMITH, P. 365-428)
2 1 1 0 .11756793E+03 1 .14399583E+01 4 -.61993638E+00

UNIQUE SEQUENCE NO. = 103
TITLE: EXAMPLE OF BACKWARD OPTION (DATA FROM DRAPER AND SMITH, P. 335-428)
4 1 0 .67409369E+02 1 .15511399E+01 7 -.51616795E+00 3 .10149484E+00
4 0 4 -.14466163E+00

UNIQUE SEQUENCE NO. = 104
TITLE: EXAMPLE OF BACKWARD OPTION (DATA FROM DRAPER AND SMITH, P. 335-421)
3 1 0 .71648387E+02 1 .14519356E+01 2 .41616975E+00 4 -.23654922E+00

UNIQUE SEQUENCE NO. = 105
TITLE: EXAMPLE OF BACKWARD OPTION (DATA FROM DRAPER AND SMITH, P. 335-421)
2 1 0 .97773499E+02 1 .14683097E+01 2 .66275049E+00

UNIQUE SEQUENCE NO. = 106
TITLE: EXAMPLE FOR DEPENDENT VARIABLE S --- RANK(Y)
TITLE: EXAMPLE OF RANK REGRESSION WITH THE STEPWISE OPTION (DATA FROM DRAPER AND SMITH)
1 1 1 -.18493950E+01 1 .80467792E+00

UNIQUE SEQUENCE NO. = 107
TITLE: EXAMPLE FOR DEPENDENT VARIABLE S --- RANK(Y)
TITLE: EXAMPLE OF RANK REGRESSION WITH THE STEPWISE OPTION (DATA FROM DRAPER AND SMITH)
1 2 -.65096944E+01 1 .82576186E+00 4 -.34294624E+00

EXAMPLE OF AN ANOVA TABLE CONTAINING COEFFICIENTS.
THE DEPENDENT VARIABLE IS VARIABLE NUMBER 6.

TWO INDEPENDENT VARIABLES
THE FITTED REGRESSION EQUATION
(EXCLUDING THE CONSTANT).