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ABSTRACT

This report contains a description of a stepwise multiple regression

program. This program provides for either a forward stepwise or backward

elimination solution to multiple regressicn problems. The program also

provides PRESS values that can be used for subset selection as well as

providing options for regression analysis on the ranks of the datsa and

for a weighted regression analysis on either raw or rank transformed

data.
STEPWISE program,

This document has been written and designed for users of this
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values from rank regression analysis can also be saved on disk for
additional investigation outside the STEPWISE program, (10) weighted
regression analysis on the raw data or rank transformed data.

The reader who is familiar with SANDT76-0364 (Iman, 1976) and has used
STEPWISE on previous occaslons is advised to read this report to note the

extensive additions.

- II, OUI'PUT
The program will outpubt means, variances, standard deviations, stan-
dard errors and coefficients of variation for each variable read in or

generated via transformetions. As options, the user may request the

table of correlation coefflcients, sum of squares and crogs-products ma-
trix, inverse correlation matrix gnd residusls y-values and ﬁ}s, PRESS
values and a plot of these PRESS values. The program will also print an
analysie of wvariance table for a regression model and a table of statistics
regarding the regression coefficients. Residusl plots may be requested,

and if they are, will be printed on the line printer.

ITTI. INPUT - PARAMETER CARDS

A1l parameter cards must start in column 1 and may be placed in any
order. An explgnation and illugtration of each of the paremeter cards
follows.

A. TITLE card (optional).

The "TITLE" card may contain any alphameric data that may be mesning-
ful to the user. The word "TITLE" identifies the card, and its contents
are printed at the top of each page of output. Only one "TITLE" card may
bé used.

Example:

'TITLE, THIS IS A SAMPLE TITLE CARD

B. DATA card (required).
The "DATA" card has 3 arguments specified as follows:



DATA, NV, NP, DATDIS.

where
NV is the number of user supplied variables to be read into the pro-
grammings
ML is the number of additional varisbles created as transformations
of other variables.

DATDIS is the data disposition parsmeter with the following codes:

O the date are to be read from cards and not saved for subse-
quent use (this is the usual case and if not specified DATDIS
will default to 0).

1 the data are to be read from cards and saved on disk (file

I}

10 as binary records) for subsequent analysis of the data.
(DATDIS would be set equal to 2 for any subsequent analyses
following DATDIS = 1.)
= 2 the data are to be read from disk (file 10 - binary records).
In most cases the user need specify only the first argument (NV) and
the other two will default to zero, The example below shows how this is

done:

/”wuﬂ,lm

/

The above card indicates that 10 variables should be input from cards
end not saved on disk. Both NT and DATDIS default to zero becgsuse they

are not specified on the card, Note that the "DATA" card must be termina-

ted by & period,

C. LABEL card (optional).

The third type of parameter card is the "LABEL" card. It is used to
assign variable names to the variables in the analysis. Each name may be
up to 8 characters long. The card is identified by the keyword name
"TAREL" which must start in card column 1., The number in parentheses is

the number of the variable that is to be labeled with the first name. It



is assumed that all succeeding labels are sequential. If more than one
card is needed for the labels, the succeeding label cards should have the
game format as the first except the number in parentheses should ve the
number of the variable that is to be labeled next. (Variable number is the
same as the subscript of the variable as it is read into the input array
X.) A comma or period should not be placed after the last label on the
card., There can be any number of blank gspaces on a card after the last la-
bel on that card. However, column 80 cannot be used (i.e., column 80 is
not read). When making multiple runs on s set of data, the labels from the
first run carry over to subsequent runs.

Example:

/ TABEL(L) = FIRST, CAPACIT, DIfDE, ..., TEMP

/ LABEL(12) = TWELFTH,THIRTEEN, etc.

The above cards would essign X(1) the neme FIRST, X(2) the name CAPA-
CIT and so on til X(13) would be nemed THIRTEEN, There is no limit to the
number of label cards nor the number of names per card. A variable name
may not be continued from cone card to the next. Any spaces between the de-
limiting commas are taken as part of the label and are counted as charsc-
terg in the name, All or none, or any portion of the wvariables may be
labeled.
D. BACKWARD card, (required if the STEPWISE card is not used).

If the user desires s backward elimination solution for "best" subset
selection, a "BACKWARD" card must be included among the parameters. The

form is

/' BACKWARD,SIG= afphahat

where alphanai is replaced by the significance level the user wishes

to use



for deleting variables from the model. Verisbles will e dropped from the
model until only variableg that have alphahat values less than or equal to
alphahat are left in the model,

In you have only one independent verieble, you must use the BACKWARD
card instead of the STEPWISE card,

E. FORCE card {optional).

If the user wishes to keeDp certain verigbles in the regression model,
regardless of their contribution to the model, he may do so by using the
"FORCE" statement. The "FORCE" statement will keep specified variables in
either the backward elimingtion or stepwise solution. The following is an
example of the "FORCE" card:

F@RCE, 3,6,8,

The sbove card indicates that variables 3, 6, and & are to be kept in
the model regardless of their contribution to the model, The "FORCE" card
must end with a period. The maximum number of varisbles that may be for-
ced into the model is 10. Do not force all of the independent variables
into the model. If the user desires to have all of the independent vari-
ables in the model, then he should use the BACKWARD option (with SIG=1.0).
F. OUTEUT card (required)

The "OUTPUT" card may have any of the following specifications separa-

ted by commas,.

Keyword Action
1. CORR Print simple correlations among all variables

specified in the model.

2. BS8XP Print the corrected sum of squares and crosg-
products matrix for all variables specified in
the model.

3. INVERSE Print the inverse correlation matrix at each
step in the analysis for all independent vari-
gbles used gt that step.

4. QTEPS Print sn analysis of variance table and the re-

gression coefficient estimastes for each step of



the backward elimination or stepwise variable
selection procedure. If not specified, only
the results for the final model will be printed.
5. RESIDUALS Print the y, ¥ and residual for each observation
using the final regression model.
Caution: Do not request RESIDUALS if the num=-
ber of observations is large. This could pro-
duce excessive, if not unwanted, output.
6. ALL Options 1 through 5 will all be in effect.
Note: Any subset of these options may be requested but should follow the
order of appearance given sbove. The following example shows how the "OUT-

PUT" card may be used.

//’¢UTPUT,C¢RR,INVERSE,STEPS,RESIDUALS

o

G. PLOT RESIDUALS card, (optional).
The user may reguest that residuals be plotted on the line printer by
inserting the "PLOT RESIDUALS" card. The plots produced are: each inde-

pendent variable in the finel model versus the dependent variable; resi-
duals versus time; residusls versus ¥'s; and residuals versus each of the
independent variables in the model., Time ig assumed to be the game ag or-
der of dats input, i.e., observation 1 is assumed to be recorded first in
time, observation 2 as second, ete. The "PLOT RESIDUALS" card should be

as follows:

PLYT RESIDUALS

H. STEPWISE card, (required if the BACKWARD card is not used).

The "STEPWISE" card is used to specify that the program should find
the "best" subset of the full model using the stepwise procedure. The user
may specify a significance level for deleting a variable from the model.
The program will continue to add variables to the model as long as it can

find a variable whose regression coefficient is significantly different



from zero at the specified significance level for entering variables into
the model. At each step, t-tests are computed on each of the regression co-
efficients of the variables in the model and their alphe hats computed. If
any of the t statistics are not significant at the level specified for de-
leting & variable, the least significant variable is dropped. This process
continues until all variables in the model are significant at the specified
deletion level. The program then searches for a new variable to be added
to the model and this cycle is repeated until no new variasbles can be found
which are significant at the specified significance level.

The program can be used for computing a forward solution, i.e., add-
ing variables in order of their contribution but not deleting any, by set-
ting the deletion significance level to 1.0. | ‘

An exsmple of the "STEPWISE" specification is given velow:

///-STEPWISE,SIGIN=0.05,SIG¢UT=O.10

|

The gbove card indicates variableg are to be added to the model as
long as variables that are significant at the o = .05 level can he found.
Variables that are already in the model whose significance level rises
sbove .10, i.e., & > .10, will be deleted from the model. If the values
for SIGIN and SIGOUT are not specified, they will each default to .05.
Note: SIGOUT must always be at least as large as SIGIN to avoid an inde-
finite loop where a variable may be introduced gnd then immediately dele-~
ted. Recall that if there is only one independent variable, BACKWARD elim-
ination procedure should be used rather than the STEPWISE procedure.

I. MODEL card, (required).

The model card indicates which variables are in the model and whether
they are dependent or independent varlables. Up to 15 dependent variables
may be gpecified for any single run. A separate analysis is done for each
dependent variable. The model may have up to 179 independent variableg if
there is only one dependent variable. The total number of variables both

read in and generated using transformations may not exceed 180. There-

fore, if there are 15 dependent variables specified as the model card, the



maximum number of independent variables is 165. The model may be continued
for as many cards as necessary, Just be sure that the continustion ocecurs
before or after a + sign, i.e., do not gllow the continuation to interrupt
& variable subscript. Do not start model continustion cards in column 1.

The writing of the model card is done using variable subscript numbers.
The first variable read in is variable 1 and thus has subscript number 1,
etec. The writing of the model may be in any of the 3 forms that follow,
where the dependent variables are immediately after the word "MODEL", se-
parated by commas and the independent variables are to the right of the
equal sign and separated by plus signs.

1. MODEL,1,3,2=4+5+12,

This method simply uses the varisble number to indicate which variables

are in the model and whether they are dependent or independent variables.
For this particular exemple, variables 1, 3 and 2 are the dependent vari-
ables and 4, 5 and 12 are the independent variables. A separate analysis
would be performed for each of the dependent varisbles.

2. MODEL,Y1,Y3,Y2=X4+X5+X12.

This specification results in the same model as the method described

above., It allows the user to use more specific notation which may be help-
ful in clarifying the model in some instances. |

3. MODEL,Y(1),¥(3),Y(2)=B(M)X(4)+B(5)X(5)+B(12)X(12).

Thig specification is equivalent to the two above methods but ellows

more specificity in describing the model by allowing a dummy indicator,
B(1), for the regression coefficients.
-4, MODPEL,1,Y3,Y(2)=L+B(5)X(5)+X12,
The above methods may be mixed. Note that the above models are all

terminated by periods. The period is not necessary on the "MODEL" card but
results in slightly faster psrameter processing by eliminating the need for
the program to determine whether the model card has been continued or not.
The program always fité the model with the intercept assumed to already be
included in the model, There may be any number of blank spaces between the
independent varisbles as long as each variable specification is separated
by a "+" sign. However, there can be no blank spaces to the left of the

equal sign.



J. PRESS card (optional).

When regression techniques are used to build =z response surface, the
possibility exists of producing two competing models. This situation could
easlly arise in stepwise regression as a new surface is developed each time
8 new significant variable is added. Although "statistical significance”
is a necessary condition for adding a new variable in stepwise regression,
it is not an end in itself ms there exists the possibility of overfitting
the data. For example, it is possible to obtain a good fit on a set of
points by using a polynomial of high degree. However, in doing so, one
can overfit the date and produce s spurious model which makes poor predic-
tions. _

To protect against overfit, the Predicted Error Sum of Squares (PRESS)
criterion as glven in Allen (1971) can be used to determine the adeguacy
of a prediction model. TFor a regression model containing k wvariables and
constructed from n observations, PRESS is computed in the following maunner.
For i=1,2,...,n, the ith observation is deleted from the original set of n
observations and then a regression model containing the original k variables
is constructed from th§ remaining n-1 observetions. With this new regres-
sion model, the value Yk(i) ig the estimate for the deleted observation
Yi' Then, PRESS is defined from the preceding predictions and the n ori-

ginal observations by

PRESS, = E (Yi- ;(k(i))e.

i=1

The regression model having the smallest PRESS value is preferred when
choosing between two competing models, as this is an indicetion of how well
the basic pattern of the data has been fit versus an overfit or an underfit.
To obtain the PRESS values at each step of the anslysis, merely add
the PRESS card to the deck of parameter cards. Also, if the analysis pro-
duceg 2 or more steps, a plot of PRESS values versus step number ig gubto-
matically produced under the PRESS option to make relgtive comparisons

eagier,
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Example:

PRESS

N
i
|
i

K. RANK REGRESSION card (optional).

To obtain a regressicn analysis on the ranks of the data instead of
the raw datas merely add the RANK REGRESSION card to the deck of parsmeter
cerds. If the user reguests RESIDUALS on the OUTPUT card, then the resi=-
duals are given as a rank residual (i.e., the difference between the rank

of Y and the predicted rank of Y). In addition, the predicted ranks of the

Y's are used to interpolate in the original raw Y's to obtain the raw Y.
This is done at each step in the analysis and these data are used to com~
pute a "normalized" R2. This RS value is associated with the raw data ine
stead of the ranked data and is computed by

n A

r (x,-0?

i=]1

~ ~

o 2 < 2
2, (197 3 (v,-v,)
1=1 i=1l

R2 =

This "normalized” value of B° varies between zero and one and will be close
to one 1f the model being analyzed predicts the obgerved values adeguately.
Note that the adjusted total sum of squares can be factored into
three components: (1) sum of squares of regression, (2) sum of squares of

error and (3) sum of cross-products. The formulas are &s follows:

ﬁ —.D n ~ —.2 % ~ Py n -~ ~
(Y,-Y)° = (Y,-Y)° + (Y,-Y,)° + (v,-¥)(Y,-Y,).
i=1 1! 1z=:1 * =1t iz=:l oot

~

If the Yi are the ususl least squares predictions then this last term.(Ehe
sum of cross-products) is easily shown to be zero. However, since the Yi
computed here by the rank regression technique are definitely not the
least squares predictions, then this term is non-zero (can be positive or
negative). Hence, if the "usual" R = (sum of squares of regression)/

(total sum of squares) were computed, it would be either increased or



decreased over the "normalized" R2 described above depending on whether the
gum of cross-products is negative or positive. Therefore, it is felt

that the normalized R2 is a more appropriaste measure of fit than the usual
R2 in this situation.

The sum of cross=-products can be quite large in absolute value, depend-
ing upon the structure of the observetions. If the raw data have unusual
spacings or exhibit a non-@onotone relgtionship, then the interpolgtion
scheme used to obtain the Yi's will not be adequate and the resulting sum
of cross-products will be large. Hence as & measure of the "ability (or
inability) to interpolate in the data" a Coefficient of Interpolation is
computed and given for each model analyzed. This coefficient is computed

by

n A —2 n IS o
Z(Yi-Y) + E(Yi-Y)

* izl i=1 -
2 n - 1 -

z (Y -T)? zl (¥y -Y ) Z Y, -T)(Y )

Note that if the sum of cross-products is zero then this coefficient will
be zero and that as the sum of cross-products departs from zero, the co-
efficient approaches one. Therefore as a matter of interpretation, a

value of this coefficient that is "near zero" indicates that the intexpo-
lation is adequate. If the coefficient in "near one," then the user should
examine the original observations for unusual spacings and/or non-monotone
relations in the dats (such as cyclic).

After the final model has been selected, then the raw residuals are
given (when RESIDUALS are requested) as the difference between the raw Y
and the raw Y (see Section V for how to save these values for further analy-
sis). The reader is referred to Iman and Conover (1979) for & thorough
discussion of the rank regression anelysis.

When using RANK REGRESSICN, there is & limit on the number of obser-
vations that can be handled, Let NV = the number of variables input to
STEPWISE (see DATA card, page 2) and N = the number of observations. Then
the following limits are in effecth:

1. If NV =2 (i.e., one independent and one dependent variable) then

N < 64980,

11
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L. WEIGHT card (optional),
The "WEIGHT" card allows the user to perform a weighted regression
analysis of the data. The card has cne argument as shown below:

WEIGHT=IWT

where IWT is the variable number where the weights will appear. (Variable
number is the same as the subscript of the vaeriable ag it is read into the
input array X.) If TWT is zero then weighted regression will not be done.
However, the default value of IWT is zero so if the user does not want
to use weighted regression then the "WEIGHT" card need not be included.
Weighted regression may be done on either raw data or rank transformed
data. The weights are normalized by the program so that the sum of the
weight equals the number of observations. When the WEIGHT option is
requested the equations on the previous pages with respect to PRESS and
the R on ranks are automatically adjusted to reflect these weights, as
is the case for the normal equations used in the regression analysis.

The card is identified by the keyword "WETGHT" which must begin in
column one, There must be no blanks before or after the equal sign. A

period to terminate the card is optional.
Example:
WEIGHT=3

In the example, weighted regression has been requested. The weights will

appear in the data as variable number three.

M., DROP card (optional).

The "DROP" card allows the user to unconditionally drop observations
from the regression analysis. (For information on how to conditionally drop *
observations, see the "Additional Data Transformations” section,) If the
user knows in advance that some observations will need to be discarded, he
may use the "DROP" card, indicating the number(s) of the observation(s)

to be dropped. The card is identified by the keyword "DROP" which must



begin in column one. The only blank necessary is the one after the word
"DROP," Commas are used to separate the cbservetion numbers and a period
is required after the last observation number. The observations being
dropped need not appear in any special order. There must be no blanks
preceding the period and there must be nc blanks before or after the
cormas unless the card is to be continued. To continue the "DROP" card,

at least one blank must follow the last comme and the continustion card

must begin in column two. There is no limit to the number of continuation

cards or to the number of observation drops per card.

Example:
DROP 9,6,1,5.

In this example, the first, fifth, sixth, and ninth observations will be
dropped. If the user wishes to drop a large number of observations, it
may be advantageous to use the trans subroutine discussed in the

"Additional Data Transformations™ section.

N. TRANSFORMATION card (optional).
The "TRANSFORMATION" card allows the user to define new variables

or redefine existing variables via simple transformations of existing

varigbles., (For more complicated variable transformations, see the
"Additional Data Transformations” section.) The writing of the "TRANS-
FORMATION" card is done using variable subscript numbers. The card is
identified by the keyword "TRANSFORMATION" which must begin in column
one. The only blank necessary is the one after the word "TRANSFORMATION"
and there must be no blanks within the tranaformation definitions. The
variable being defined or redefined appedrs on the left hand side of an
equal sign and the variables used to define or redefine it appear on the
right hand side. There must be no blanks on either side of the equal
sign and the variables need not appear in any special order. ©Stars are
used to separate the variables on the right hand side and there must be
7no blanks on either side of any star in a transformation definition.
There is no limit to the number of variables used in a transformstion

definition as long as it fits on one card. A nminus sign in front of a

13
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variable on the right hand side indicates that the reciprocal of that
variable is wanted, There must be no blanks on either side of the minus
sign. Commas are used to separate transformation definitions. There must
be no blanks before or after a comma unless the card is to be continued.
In such'cases, the comma must be followed by at least one blank and the
continuation card must begin in column two. Do not break up a trans-
formation definition by continuing it on to the next card. There is no
1imit %o the number of continuastion cards or to the number of trans-
formation definitions per card, A period is required after the last
transformation definition and there must be no blanks preceding it.

Labels for the variasbles created by the "TRANSFORMATION" card are
auvtomatically genersted using the characters of the transformation definition,
When using the "TRANSFORMATION" card and/or the TRANS subroutine, the raw
variables must be numbered from NV+l to NV+NT, where NV is the nunber of
input veriasbles and NT is the number of new variables created via trans-
formations. (For & complete description of the TRANS subroutine, see the

"Additional Data Transformations" section.)

Example:

TRANSFORMATION k4 = 143, 2=-2, 8<6#-T

In this example, variable number four has been defined to be the product of
variable mmber one and variable number three, variable number two has been
redefined to be the reciprocal of itself, and variable number eight has
been defined as varisble number six times the reciprocal of wvariable

number seven, that is veriesble eight is varieble six divided by variable
seven., Note that use of a minus sign on this card is used to denote a

reciprocal.



2, If N >3, then NV¥N < 175931.

When raw dats are being analyzed, there esszentially is no limit to the
number of observations that can be processed. If the user has a data set
falling outside of the above limits but would still like to do a rank re-
gression, then it would be necessary for the user to rank the date ocutside
of the STEFWISE program and then not use the RAyK REGRESSION card. How-
ever, using this approach will not provide raw Y's within the STEPWISE
program.

Exanple:

RANK REGRESSI¢N

0. END OF PARAMETERS card (required).
The "END OF PARAMETERS" card is used to indicate the end of parameter

card input.

Examgle:

END §F PARAMETERS

P. FORMAT card (required, if data are resd from cards).

A format card is required if data are to be read from cgrds. The for-
met card may contain D, E, and F and (in some cases) I-numeric specifice-
tions and T and X positional specifications. The format must be enclosed
in parentheﬁes and conform to the syntax of the CDC FORTRAN IV variable
format. The formst may be continued on up to 10 cards.

Example:

j//’(Fe.l,Fe.2,Fu.o,1x,Fi.o,3X,F2.o) |

|

15
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In most cases, the user will use the F and X format specifications.
Listed below is a sample data card with dats punched in columns 1 through
15,

145796043182L61

" The preceding format would read in the date card sssigning the values

listed below for the respective varisbles.

%x(1) 2 X(3) X(4) x(5
1. '55% 960k, 0 356‘ 3%?% :

In the general case of Fw.d, w is the field width of the variable on the

O

data card (the variables are read in sequentially from 1 to NV, where NV
is the number variables to be read from the cards), i.e., the number of
columns used to specify the values of the variable and d is the number of
decimgl places read in or the number of columns to the left of where the
decimal point should be placed. The n¥X specification is used to skip
columns on the data card where n is the number of columns to be skipped.
If more than one data card is used to input the dsts from one observation,
a glash in the format is used to specify that reading should continue on
the next card.

Example:

(F2.1,6F2.2,8F5.3,7F4.1/10F5.2)
The above format card would cause the first 22 variables to be read from
the first data card defining the first 22 values in the observation vector
and the next 10 (23 to 32) to be read from the second date cerd completing
thet observation vector. There mgy be any number of cards per observation
vector,

If more than one.card is necessary for specifying the formet, it
should be continued for however meny cards are necessary without any indi-
cation in the format itself that it is belng continued. In other words, it
should be written just as it would be written on one long card.

Q. END OF DATA trailer card (required when reading dests from cards).

In order that the user does not heve to specify the number of



cbservabtions he has in his data, the "END OF DATA" trailer card should
follow the date. The trailer is necessary only when multiple sets of
date are being processed in one computer run. The traller card is used
to separate the data of one data set from the parameters of the next., If
only one set of data is being processed, there is no need for a trailer

card, although it may be used. Do not use an END OF DATA card when

DATDIS = 2,
Example:
END ¢F DATA

IV, ADDITIONAL DATA TRANSFORMATIONS

It is possible, in addition to the simple transformations specified
by the "TRANSFORMATION" card, to create complicated transformations by use
of a user supplied subroutine called TRANS. The user may redefine user
supplied variables or create new variasbles as transformstions or com-
binations of the wvariables read in. When using the TRANS subroutine
and/or the "TRANSFORMATION" card, the new variables must be numbered from
W+l to NV+NT where WV is the number of input variables and NT is the
number of new variables created via transformations. The simple variable
transformations defined by the "TRANSFORMATION" card are always done
first. The subroutine TRANS is then used to perform the more complicated
transformations or to conditionally drop cobservations through use of IDROP
as explained below. This subroutine may contain any legal FORTRAN state-
ments., There are five variables made available to the subroutine via
common block IMAN which the user may use to either make decisions while
processing the input data or to modify the input status of an observation,
These variables are NRAW, NTRANS, IDROP,'IDUM, and TRANK and are discussed
below. The general form of the subroubtine is as follows:

SUBRGUTINE TRANS (X)
DIMENSI@N X(180)
CAMMPN/ TMAN/ NRAW, NTRANS , IDR@P, TDUM, TRANK

any transformations

RETURN
END

17
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The above cards are the minimum requirements for the subroutine. The sub-
routine requires a single argument, X, which 1s the array of input variables
for a single obgervation, i.e., the observation .ector X. The variables in
common block TMAW are:
NRAW - is the current count of the raw observation being read in. It
may be used to make decisionsg when making varigble transformations
based on the observation count or it msy be used as a label if values
are to be printed out. The value of NRAW must not be changed by the
programmer.
NTRANS ~ is the current count of the transformed obgervation being
procegsed. It will always be the sgme as NRAW except in the case of
dropping observations. In this case, NTRANS will be the count of
those observations which have not been dropped. The velue of NIRANS
mast not be changed by the programmer.
IDROP - is used to indicate that the user wishes to drop an observa-
tion from the snalysis. The value of IDROP is always Zero upon en-
tering the subroutine. Wher IDROP is set to any non-zero velue, the
observation vector being transformed gt the time ITROP is set non-
zero, will be dropped from the analysis.
IDUM - has no funetion within subroutine TRANS and the programmer
should not change the value of IDUM within TRANS.
IRANK - is set within the main program and indicates when the user has
requested RANK REGRESSION, When IRANK = O, the ususl regression analy=-
sis on the raw data has been requested. When IRANK = 1, RANK REGRES-
SION has been requested. The value of IRANK must not be changed by
the programmer.
Example of using the TRANS subroutine:

SUBRGUTINE TRANS(X)

DIMENSI@N X(180)

CAMMEN/ IMAN/ NRAW , NTRANS , TDR@P , TDUM , TRANK

IF(NRAW.EQ.1)FAT=0.0

IF éX(9).NE.0.0)G¢ TO L

IDRPP=1

RETURN
b x(13)=(x(8)-x(7))/%(5)

X(16)=X(11)/X(9)*100

FAT=FAT + X(10)

X(4)=ALPG(X (L))

WRITE (3,101)(X(J),J=13,16),FAT,NTRANS
101 FORMAT (20X,5F8.3,3%X,15)



RETURN

END

In the above example, assume 12 variables are read in from cards
(NV=12) according to the format specifications given by the user on the

variable format card. The first time through, i.e., when NRAW=1l, the var-
iable FAT is set to zero, Each time through, X(9) is checked for being
zZzero and in those cases when it is zero, the observation is dropped for all
variables 1 through 16. If X(9) is non-zero, then X(13) and X(16) are
created as transformations of existing variables., Also X(4) is transformed
to its log (base e} and X(10) is accumulated in the location named FAT,
Note that variables X(14) and X(15) are not defined in this subroutine.
They may have been previously defined by use of a TRANSFORMATION card,

thus the user is allowed complete freedom in creating transformed
variables. Also, when X(9) is non-zerc, the values of the new variables
are printed out along with the cumulative sum of X(10) and the number of
transformed observation {NTRANS).

An example of the use of IRANK is as follows. If the user is making
multiple pasges of the game dats set and some of the pagses Involwve RANK
REGRESSION while the remaining passes involve the usual regression on the
raw data, and furthermore some of the data is to be dropped from the raw
analysis bubt not dropped from the rank asnslysis: thenh the programmer can
make use of the passed value of IRANK to determine whether an observation
should be dropped or whether it should remgin in the analysis for that par-
ticular run. That is, if IRANK = 1, then you would jump over the statements
that set IDRPP = 1. This prevents the deletion of the observation when
RANK REGRESSION is requested.

V. OUTFUT OF THE REGRESSION COEFFICIENTS AND THE OBSERVATIONS WITH
THEIR PREDICTED VALUES WHEN USING RANK REGRESSION

The user often has need of the regression coefficients from a particu-
lar fitted model, In order to accomodate these users, we have incorporated
into STEPWISE the following option, These coefficients are automatically
written onto TAPE 19 and the user can accegs thege coefficients as deseri-
bed below,

For each distinet ANOVA table that STEPWISE produces in a run, s uni-
gue sequence number ig sttached to that ANOVA table and is printed at the

bottom of the table. This sequence number begins with "101" and increments
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in unit steps.

Also the "number" of the variable that is referred to

below is the number given to that variable when it is read in (or generated

via transformations) and corresponds to the number of the variable that is

used in the MODEL card.

The information written on TAPE 19 is arranged as follows. For each

unique sequence nurber, a group of card images is written on TAPE 19 fol-

lowed by two blank card images. Within this group of card images the first

card contains the following informstion:

Columns 1 - 22

Columns 23 = 27

Columns

Columns

Columns

Columns

28
67

70
73

- 66
- 69

- 72
- 80

"Unique Sequence No., = "

Contains the unique sequence number for this group
of cards in an I5 format.

"ANATYSIS FOR DEFENDENT VARIABLE"

Contains the number of the dependent variable used

in this anslysis in an I3 format.
1 L]

— ey p—

Containg the label of the dependent variable (given
in columns 67 - 69) in an A8 format.

The second card contains the TITLE (see Section II-A) in an 80 column al-

phameric format,

All remaining cards within this group of cards sre

written in the following format with the explanation following:

FPRMAT(1X,I3,2X,12,1X,4(13,E15.8).

Columns 2 - L4

Columng 6 = 7

Columns 9 - 80

The number of independent variable included in the
fitted model, exlecuding the constant term,

A card number that is unique within this group of
cards.

Contains 4 sets of values, each set containing the
number of the independent variable inecluded in the
fitted model followed by the estimate of the co-

efficicient.

Note: The Pfirst coefficient on the first card with a group always

conbains the constant term and its "number" is rzero.

In order to access this informestion the user mesy use one of the fol-

lowing procedures.

The user could catalog TAPE 19 as a permanent file ahd

then read whatever informgstion he desires from the permanent file. Tor

example, the following sequence would catalcg TAPE 19.

20
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LDSET ,PRESET=INF.

STEP, PL=L0000.

CATALHG ,TAPEL9, THIS-FILE,CY=1,CN=DEFAULTPW.
EXIT.

EXIT.

If the user does not wish to catalog TAPE 19 as a permanent file but

desires punched cards, then the following sequence would be appropriate.

LDSET ,FRESET=INF.
STEP, PL=40000.
REWIND,TAPE1Q.
C@PYCF, TAPELD, PUNCH.
EXIT.
EXIT.
Or if the user wighed to have a print-out of the card images along

with the punched cards, then the following would suffice.

LDSET ,PRESET=INF,
STEP, PL=40000.
REWIND,TAPELG
C@PYCF, TAPEL9,PUNCH.
REWIND,TAPE1S.
C@PYSEF , TAPELS, JUTPUT.,
EXIT,
EXIT. )
As mentioned in Section IT - K, the user can obtain the originsl ob-
’ ~
servations and the predicted raw Y's when using RANK REGRESSION by re-
trieving them from TAPE 20. _

When requesting RANK REGRESSTION and PLOT RESIDUALS, the plots given
will be the ranks of the data and the predicted ranks or rank residusls
(whichever is approprimte). Thgt is, none of the plots involve any of the
raw data. Therefore, if the user wishes to see plots of the original ob-
servations versus the rew Y's, residuels, ete., then this must be done se-
parate from the STEPWISE program.

To facilitate this type of further analysis, the STEPWISE program is
set up to automatically write the original observebions and the raw Y's on

TAPE 20 ag a binary file. If the user wants to save these for further
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enalysis, then TAPE 20 should be cataloged as a permanent file as explagined
in the previous pert of thig section.

The date file on TAPE 20 is created in the following manner. All re-
cords are written in unformated binary code. The firsgt record is the TITLE
card informgtion, which is 80 columns of alphameric characters. The second
record is an integer variable that glves the number of obgervgtions. A1l
of the remaining records congigt of two floagting point numbers. The first
is the originsl obsefved Y-value and the second ls the predicted raw value
of Y (i.e., the raw Y)- The number of records of pairs of data will be

equal to the number of observations.
Vi. DECK SETUP FOR STEPWISE

On the following page 1s an example of how to setup the cards for use
in running STEPWISE., Cards 1 - 15, 22 - 32, and 46 - 64 all begin in card
column one, while the Fortran stetements in cards 16 - 21 start in column
7. Cards 35 - 45 are data cards in 5F6.0 format., Card number 1 is the
JOB card and needs to be changed only to show the user's name and the bhox
number. Note also that due to large core memory requirements of STEPWISE,
that the extended core parameter must be set at 1200, Card number 2 mugt
contain the user's social security number, division number end charge num-
ber. Cards 3 - 14 are control cards and will remain the same for all runs.
The only exception being the use of TAPE 19 and TAPE 20 countrol cards that
are explained in Section V. Cards 16 - 21 provide e dummy subroutine for
transformations with any desired transformstions (see page 17) following
card number 20. Cards 23 - 32 are parameter cards (see pages 2-17)., If
the data is on cards, it will appear starting on card 33 with one vector
of observations per card(s), followed by the END OF DATA card. Cards
47 - 53 reprocess the date with a backwsrd solution. Note the absence of
the LABEL card. The labels used in the first pass of the data will be
used for this second anelysis. Cards 54 - 64 reprocess the data with a
stepwise solution and.RANK regression,

Card No. DECK SETUP FOR STEPWISE
1  STE,T10,EC1200,
2 ACCPUNT,S509423684,D1223,G13,40188000,RP ,KUNC.
3  FIN,R=2,B=TRANZ.
4  REWIND,TRANZ.
5  ATTACH,f$BJECT,STEPWISE-RLI,



REWIND ,@#BJECT,

C@PYL,@BIECT ,TRANZ. , STEP,
ATTACH,SUBS,D1223~7600-LIBRARY .

ATTACH ,FXDPLIB,FXDPLIB,
LIBRARY ,SUBS ,FXDPLIB.

LDSET ,PRESET=INF.

STEP, PL=40000.

EXIT.
EXIT,

(END #F REC#RD ~~ MULTTI~PUNCH 7 8 9 in CfL 1).
SUBR@UTINE TRANS(X)
CPMMPN/ TMAN/ NRAW , NTRANS , IDR@P , IDUM, TRANK
DIMENSI@N Xx(180)

ANY TRANSF@RMATI@NS Gff HERE
RETURN

END
(END $F RECYRD -- MULTI-PUNCH 7 8 9 in C¢L 1)
TITLE, FXAMPLE @F STEPWISE #
p. 365 - ho2)

DATA,5,0,1.

LABEL(1)=X1,X2,X3,X4,Y
M@DEL , 5=142+3+1t,
STEPWISE,SIGIN=.05,SIG@UT=.10

PRESS

PUTPUT ,ALL

PIAT RESTDUALS

END #F PARAMETERS

TTTLE,EXAMPIE #¥ BACKWARD $PTI@N (DATA FRPM DRAPER & SMITH,

(5F6.0)
T 26.
lo 29.
11, 56,
11, 31.
7. 52.
11. 55.
3. 71.
1. 31,
2. 5k,
21. L7.
1, ho.
11, 66.
10. 68,
END ¢F DATA
p. 364 - hoz2)
DATA,5,0,2.

MPDEL,5=1+2+3+k.

6.
15.
8.
8.
6.
9.
17.
22,
18.
L.
23.

9.
8.

BACKWARD,SIG=.05

$UTPUT, CRR, STEPS ,RESIDUALS -

PRESS

END §F PARAMETERS

TITLE,EXAMPTE §#F RANK REGRESSION WITH STEPWISE $PTION (DATA FROM
DRAPER/SMITH)

DATA,5,0,2.,

LABEL(1)=RANK(X1),RANK(Xe),RANK(xs),RANK(xh),RANK(Y)

60,
52,
20,
h7.
33.
20,

6.
W,
22.
26.
3.
12,
12,

PTION (DATA FRPM DRAPER AND SMITH,

78.5
4.3
104,3
87.6
95.9
109.2
102,7
2.5
93.1
115.9
83.8
113.3
109.4
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57 MODEL ,5=1+2+3+k,

58  STEPWISE,SIGIN=.05,8IGOUT=.10

59  PRESS

60  RANK REGRESSION

61  @UTPUT,CERR,STEPS ,RESTTUALS

62  END F PARAMETERS

63  (END ¢F INFPRMATIPN -- MULTI-PUNCH 6 7
6L (END #F INFPRMATIPN -- MULTI-PUNCH 6 7

VII. DECK SETUP FOR STANDARDIZING DATA

Any of the variagbles may be standardized by using the Deck Setup on
the following 2 pages. Remarks on page 22 explain the control cards 1 -
15. (ards 18 - 30 explain how to use the standsrdizing program. The user
should note that card 43 must be made to match the data, and that the DATA
parameter card must have & 2 as the third paremeter (see page 2).

Card decks of this standsrdizing program are available from the authors
of this report.

The standardizing program cen be replaced by any program that the
user would desire in terms of manipulating the input data set.

Card
No. DECK SETUP FOR STANDARDIZING DATA BEFCRE RUNNING STEPWISE

1  STE,T10,EC1200.
2 ACC@UNT, 8509423684 ,D1223,G13 ,40188000,RP ,KUNC,
3 ' FTN,R=2,B=STAN,
L LDSET,PRESET=ZER{.
5  STAN.
6  FIN,R=2,B=TRANZ.
7  REWIND,TRANZ.
8  ATTACH,@BJECT,STEPWISE-RLI.
9  REWIND,(¢BJECT.
10 = C@¢PYL,¢BJECT,TRANZ,STEP,
11  ATTACH,SUBS,D1223-7600-LIBRARY,
12 ATTACH,FXDPLIR,FXDPLIB.
13  LIBRARY,SUBS,FXDPLIB.
14 LDSET,PRESET=INF.
15 STEP,PL=L0000.
16 (END ¢ RECQRD -~ MULTI-PUNCH 7 8 9 IN C¢L 1)
17 ¢
18 ¢ THIS PRPGRAM WILL STANDARDIZE ANY ¢F THE INFUT VARIABLES. F#R
19 ¢ STANDARDIZING A CARD MUST BE PIACED IN FRYNT ¢F THE DATA WITH THE
20 ¢ NUMBER @F VARIABLES (NV) RIGHT JUSTIFIED IN CSLUMNS 1 - 3. THE
21 ¢ REST ¢ THIS CARD AND P@SSIBLY C¢NTINUING @NT@ A SEC@ND CARD DE-
22  C PENDING ON THE NUMBER OF VARIABLES) WILL BE FILLED WITH EITHER ZER@S
23 ¢ ¢R ¢NES. A 1 PUNCHED IN C@LUMN 4 WILL INDICATE THAT VARTABLE NUM-
2L BER ¢NE .IS TO BE STANDARDIZED, WHILE A O PUNCHED IN THIS C#LUMN WILL
25  INDICATE THAT VARTABLE NUMBER 1 IS NgT T¢ BE STANDARDIZED, VAR~
26  IABLE NUMBER 2 IS LIKEWISE FLAGGED IN C@LUMN 5, VARIABLE NUMBER 3 IN



CYLUMN 6, ETC.

C

C THE FIRST DIMENSI@N ¢F THE DATA MATRIX SHFULD BE AT LEAST #NE
C GREATER THAN THE NUMBER §F @BSERVATIANS, WHILE THE SEC@ND DIMEN-
C SI¢N MUST BE AT LEAST EQUAL T@ NV,

C

PRYGRAM STAND(INPUT,@UTPUT,TAPELO, TAPE 5 = INPUT)
DIMENSI¢N IFLAG(101),DATA(10000,9)

(5,105 )W, (IFTAG(J),J=1,NV)

READ
105 F@RMAT{I3,77I1/2411)

N1l =NV-1
READ IN DATA,

I=1

1 READ(5,100)(DATA(I,J),J=1,NV)

IF(EOF(5))2,3

100 F¢RMAT(2X,TF10,5,4%XFk4,0)
3 CYNTINUE

I=I+1

of ¢ 1

2I=I-1

FRINT 102

F@RMAT 100 MUST CYNFORM TP USERS DATA.

102 FYRVAT(*¥1MFANS AND ST. DEVS, ¢F VARIABLES THAT WERE STANDARD

6

lIZED*,}/,* VAR N¢.  MEAN
DY LK =1,NV

IF(IFTAG(K).EQ.,0) GO TO 8

XB =0
SD = 0.

g5J=1,I

XB = XB + DATA(J,K)

SD = 8D + DATA(J,K)**2

XB = XB/I

SD = SQRT((SD - I¥xB**2)/(I-1))
Dp6J=1,I

DATA(J,K) = (DATA(J,K) - XB)/SD

PRINT 101,K,XB,SD

101 FPPRMAT(*0%,I4,2F12,5)

8
106

Gf ¢ L
PRINT 106,K
FPRMAT (*0% , Th ;%

L CHNTINUE

D¢ 7T =1,I

7 WRITE (10)(DATA{J,X),K=1,NV)

ENDFILE 10
REWIND 10
CALL, EXIT
END

ST.DEV.*)

THIS VARIABLE WAS NOT STANDARDIZED )

(END QF RECHRD -- MULTI-PUNCH 7 8 9 IN ¢fL 1)

PARAMETER CARD(S) FOR STANDARDIZING VARIABLES GUES HERE

FPLL@WED BY DATA CARDS

25
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(END ¢ RECYRD -- MULTI-PUNCH 7 8 9 IN COL 1)
SUBRPUTINE TRANS(X)
CAMMON/ IMAN/NRAW , NTRANS , TDR@P , IDUM , TRANK
DIMENSIAN X(180)

C ANY TRANSFORMATIPNS G@ HERE

RETURN
END

(END OF REC@RD -- MULTI-PUNCH 7 8 9 IN Cc¢L 1)
PARAMETER CARDS G¢ HERE
DATA CARD MUST HAVE A 2 AS THE THIRD PARAMETER --
THIS INDICATES DATA IS ¢N TAPE 10(DISK)

(END ¢F INFORMATI¢N -- MULTI-PUNCH 6 7 8 9 IN cfL 1)
(END fF INFPRMATI@N -- MULTI-PUNCE 6 7 8 9 IN CgL 1)
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VARTAS|F
NAME

x1
X2
X3
X
Y

1
X7
T
XL

TITLTZT¥I400p 06 STEFWISFE O3TION (DATA S304 JPAMID AND 3MITH, N, JA5-L.2)
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AMBLY3TS OF *EGRESSTON FOI JASTAILD  S=--¥
. {TAALF 1)
SOUR™F T.F. 33 M3 F SIGNIFICANTT
RERRFSSION z Zakt. 1615 137..5055 175,.6269% WLETS
KESINUAL ic Th 2 ? ?.4762112
ToTAL 12
Fs2 IS
INTERCFRT 103.0973x
STANDARD T223R\CF INTEPFEET IS 7.12298
VARIAGLS VARTASLE RF GRFSSION STANPARCIZZS PARTINL T-TF3T AL®44
NIJMRE & NAME FAFEETRIENT S SEGIFTETON 336 VALUES AT
ONEFFYCIFNTS
1 X1 1.4 399543 (563082 AC941(48 104021 L13E1
[ Xu -.61395387 - BATLLT -12.6212 [ L8
THIS IS THE VALWE THAT R™ SIGNIFICANCE LEVEL WAD
TAUINET MUMBEF FOF < nva =
UNTIUE STOUSNLE MUMBEE FOF THTS ANnY WiLL DECREASE To (F X, IS To BE £ SIGIN = .05 FOR
Now DELETED FROM THE THE VARIABLE TO ENTER
MODEL, I.E. THE MODEL

PRESS IS 124,

H90.9246

28,763

N .
FINAL, REGRESSION EQUATION @ ¥ = (03. 09738 + LH399583 ¥ X, — 613953463 » Ay
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TITLEJEXAYOLF nF STEFWISE 03TI0M

(DATA FI04 JRAPIR W) SVITH, P. 3IR5-272)

SANNIA LARQIATLSIFS «<»>«»  STFPRISE RESFISSION  <»<» €20M

KANSAS STALE UNIVF~STTY

--------- e R L -l e e i e el et et D e il 3
1194500 @ .
- PRESS = 190. feR STEP | -
JATOLE4] T4 .
PRESS YALUES - -
Yor THE Two - -
STePs - -
+TEE0F 03 +
«SGOLERD I .
«3TSAFe[ Tk +
PRESS = (1. FOR STEP 2 -
«1217540 38 ® ‘
frmem - —— bom e ———— R L i b mm o — - fmrmtaama- b mm— e —— D e o I +

C

BLLCLE4 Sy

«12070F 431

STEDP NO.

193026401

e 263 CEH0L
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TITLE ,=YAMPLE OF STTFHITE OPTION (DATA 204 DRAPER AND SMITH, P, 7165-4L02)
SANPIA LARNRATARIES <»<» STEPWISE RIFGRESEION <><> FROM KANSAS STATE UMIVERSITY
Fomma - - o Fomm - —-— - - ———— LR R bl daintat Xl eded R e el tmm—m—————— e mm - +
ATTATH02e * +
- ¥ -
. -
+2011Ee{1e +
- » 5 -
- ¥ -
«2SPTE4CCe +
- * -
& - -
13 - -
S - -
T - -
0 - -
u - * -
A - -
L - -
-~ 1506E+ 01+ ® +
- » -
- Ll -
-.3265E401¢ +
~.5023F4C1 * +
m e mme - - e - R et L et e D TP e m - - tmemmer - b —— +
~10DGCFeQL +34C00Es Y »5300CE 01 +32000E+01 ) «1L600E4L 2 .130G0=+62

ORDER, IN WHICH DATA WAS READ IN

FGE 12



LE

«252TE«DO

FeCO=AMD
]

=+ 1506E*"1¢

~+32€GE20Le

“~.GO23E+01Ls

«72512E 402

SONCIS LABNZATCRIFS €><¢»  STEPWISE

TITLZ . XAMPLE OF STEFWISE C>TION (DATA FIDM JIRAPIR AMD SMITH, ©®, 365-4(2)

...... L L L L T

«BIGBLF+ D2 «9051TF+02 + 9346904062

bommr vt ———————

«13B4Z2E+C3

PREDICTIONS WSING FINAL REGRESSION EQUATION

411737723

FAGC

13
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TITLZWEXAMPLE OF STEPWISE 03TTON

(JATA FL0Y DFADZR AND SPITH, Po I65=-402)

CAMODIA LAXCRATCRIFS <»<>  STEPWISF RESRISSIIN <»<> FRO™ CANSAS S5TATF UhIVF*SITY
b —————— L L DR i ettt T L $ommmmmm - D i St +
«TTTCE+4C1+ b +
- » -
- ¥ -
2 2011FE+ 01+ +
-t ¥ -
- - -
Z2SZ27E4N0s +
- -
& - -
E - -
s - -
I - -
1] - * -
U - * -
A - -
L - -
-, 1S0REH01 .
- . -
- . -
- I265E+ 014
~eSC2IE¢C1e" +
bommm e R Ao ——— e 4 Y ettt D T e ettt pmmmm +

«10050F+CY

«5000CE+ N

«ONCGTLES] T

X1

«13800F+02

«1700GCE+32

.21000Z¢02
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TITLE ,IXAMPLE OF STERWISE 027

SANDIA LARQPATLRIFS <><>

o e
WS oD

LR IR R I SN N}
~

STEFWISE

TAALE NF FESTIDUALS

{O9SERVEN YALUE D

TON (D4TA 304 JFAPER AND SMITH. P.

REGRESSION

FOR YARIAA.C

(2315723 !ELJED

TR.EOCE
T4, 200"
10%.30C
ATLENST
a5,ap01
1u2.203
192.7C3
77,5001
93,1600
115.903
A3, RE0C
113.308
1Ifa.60f

<»<» FROM KANSAS STAT

Gammny

75.3719 Feibl 13
72,5113 1.568R25
~ 136,659 ~ -2, 357RS
Y a3.381t  (Y-¥) ~2 JRL1T
92.3165 ?.9RIZA
115,43) 3TN0
103. 734 -1.03363
77.523y -5.02738
92,4733 .5296A2
1174374 -1.67371
A3.5579 1370642
111. 553 172057
110.13) -.729521

END OF ANALYS(S FoR 18T PASS onN THE DATA

4

I66h-u(2})

UNTYFRSITY

SANDIA LA3GRATOFIFS <> STEPWISI kEGPFSSION PPNGRAM <> JOJRTESY JDF DIAY. OF STATISTICS ~ WAMNSAS STATE UNIVERSITY

TITLE L,EXAM2LE OF (RACKWARY CPTION){GATA FROM JRA?ZY AND SHITH, F. 366-4E2)

NEZTE THE LABELS
CARD (5 MISSING -
LABELS Wikl CARRY

OVER FROM |57 RUN.

DATA+S, 042
¥

DATA WAS SAVED aN
DISK. ON TRE FIRST
PASS .

MODFL +5=142+3 44,

INPUT ChIC

NUMRER n=

NCG. NF TIANSFORMIO WARTABLES

< JF PARAMETZRS

VARTASBLES TAD IN

DATA DTIS?0SITION IS 2

BACKWAF(,SIG=.[5 —+ LEVEL FOR PELETING VARIABLES

JUTOUT,,TIRR 4 STERS,FESTCUALS, —>

Pr¥3S

FHD OF PAFANMITFES

= 5

= ¢

No INVERSE, No SuMS 0F SHUARES MATRIX

{(STAT

{STAT
(STAT
(STAT
(STAT

(STAT

CONTROL

CONTRIL
GONTRIL
SONTEIL
CONTRIL

CoMToL

cazn

[ R )
(R au} ]
Car2)
Cazd)

CARS)
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TITLELEXAMPLE OF BZACKMASD O3TION ELDATA FROY DPADSR AND SMITWH, P, 3R5-40(2) SN5E 1
SANDIA LABOATORIES <><» STEPMISE RTFRESSION  <»<» FIOM KANSAS STATE UNIVERSITY

INPUT CHECK ON DATA

FTIFST OBSIRIATION
¥

X1 X2 Xz v
1 ? 3 L o 5
T.0008000 ?6.Lo0L 00 6.95603050 5C.100008 79,50000)
< NO. RAW DATA INPJT = LT
Nb. TRAMSFORMED IBSERVATIONS = 13
NNs OF CBSEFYATIINS 3JROPPE) = 3

TITLE.SxA#® £ OF BACKWARD O®TION {DATA FIOM DJFPAIZR AND SHITH, 2. 3I6RS=-452) 2858 2

SANDIR LABORATORIFS «»<» STEPWISE <IEGRESSIDN <re>» FROM KANSAS STATE UNIVERSITY

YARIABLE VAPTABLE
NEME NUMBE R MEAN VAFIANZE 5TN. DEV, ST0. EFfe C Ve
x1 1 T 46154 34,6026 5.88239 1.63148 rs. o
Xz z 48,1538 242,161 15,5609 L 31501 32.3L
X3 3 11,7692 41.0256 5.40543 1. 7764k PP
e 4 2¢.0C0L 280,157 13.7382 4.64230 35.73
v 5 95,4231 T 226,31k 15,0437 L.i7238 - 15.77
13 0BSERYATIONS
TITLEEXAMPLE DF RACKWARD OPTION (ORTA F0M IRAPER AND SWITH, P. 365-202) 28GFE 3

SANDTIA LAIORATORIES <><» STEPWISE REGRESSION <><» FROM KAMSAS STATF UNIVERSITY

CORRELATION YATRIX

X1 1 1.0060
x? 2 2206 1.00CC
x3 3 -JA241 -.1392 1. 0660
Xe 4 - 265k -, 9720 27205 1.0000
¥ 5 RATH «BlES - B34T -.h213 1.6080
ND. 1 o2 T 4 5
NAwE w1 Xl 4

x2 Xz
(EGUNEING FFROR IN RNW g)
™~

FLAG INDICATING (HENLY CORRELATED INPUT VARIABLES,
IF MATRIX IS SINGULAR A MESSAGE wiLL BE PRINTED AND PROCESSING STOPRED .
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TITLE;E)&M"PLF OF RACKWARD OPTION (DATA FROM JDPAXZR AND SHITH, P. 365-4(2) FL5E 4

SANDIR LA3DRATORTIES <><>» STEPWISE RIEGRISSION <><> FROM KANSAS STATE UNIVERSITY

A0V TAILE
ANALYSTS OF REGRESSTON FOR VARIAILI  Sa--y
(TANLF 1)
SOURNE DaF. s3 CH 3 SIGNIFIGANCE
REGRESSION 4 2667. RIQL 656.97436 11147917 Jocce
RESTDUAL o 457.8636%9 5.9829649
TOTAL 12 Q 7R3
R¥*2 1S ,3R23A
INTFRCEPT IS  €2.405360
STANDARD ERROR OF TNTESCERT IS 76,0710
VARTABLE VARIARLE RE GRFSSTON STANDARLIZFD PARTIAL T-TEST FeEp AL248
NUMBER NAME COEFFTCIENTS PEGRFSSION s3Q VALUES & D.F, DELETES HATS
CIEFFICTIENTS
1 X1 1.%511C26 +BME512 2%.3533 2.0827 » 9728 «JTI5
P ¥2 J51016758 527706 2.9725 L TG%9 . 9813 23513
3 X3 «18190 941 +043799 <1091 -135¢ .9822
[A xs 14406103 ~.1RD2R7 £2570 42032 L9823 NITH
SINCE No VARJABLES WERE FORLED TO
UNIQUE SEQUENCF NUMBED FOF THIS ANOVA = 133 STAY IN THE MODEL , THE VARIABLE

PRESE IS 110,

WITH THE LAREEST &£ » 816.= .05
WiLL BE DELETGD.
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TITLELIXAMPLE QF BANKWESD OPTION (DATA SNV DRAPCS AND SMITH. P. 365-402)

<»<>» FROM KANSAS STATE UNIVERSITY

SANDIR LAADPATORIFS <»<¢>» STEPWISE <REGRTSSION
QY TA3LD
ANALYSTS OF REGRESSION FOR VARIAILE 5--=v
{TASLF 1)

SOURCE D.F. 3] LH F
REGRESSION 3 2667.7907 8A9.25%45 165.58316%
RESIOUAL [G)) 47.9r2729 5.3303033
TOTAL 12 \\\‘—_7?T1S.?631

R¥#2 IS 9234 -
INTERCEPT IS T1.64R307 :
STANDARD ERROR OF TNTERCEPT IS 16,1424
VARIABLE ¥ARTABLE FEGFESSION STANDARDITED PATIAL
NUMBE R NAME COEFFICIENTS REGRESSION 550
: ROTFFICTIRNTS

1 X1 1.45193490 + 567737 820,974

2 Xz «81R10976 B30h1Y 2647026

o Xt -2 23654022 -+ P?6XLP3 39,9318

UNIQUE SEJUINGE NUMREP FOR THIS ANOVA =

104

T-TEST

VALUES } DR

12.410C
2.2418

-1.3650

SIGNIFICANCE

«0Ca0

Raw 2
DELETES

«€001
97 25
9787

SIGHIFICANCE

«GLL O

pewp

BELFTES

+E663
-5313

PRESS IS LI-8Y :
TITLZ(SXAMPLE OF BACKWARD OPFION {DATA T04 DRAIER AND SHITH, P. TE5-402)
SANDIA LAINRDTDRIES <»<» STEPWISE IEGRESSION «><» FROM KANSAS STATF UNIVERSITY
AQV TAILZ
ANALYSIS OF REGFESSYON “0 VARLIAILE Se-=¥
(TAARLF 1)
SOURELE .DeF. ) 33 M3 F
REGPESSION 2 2657. A5RH 1328.3233 229.50370
RESTDUAL an 67.004483 S.TO0%LR3
TOTAL 12\\\~_*f51$"631
Re®2 IS « ITRED
INTERCFPT IS SZ.5TT249
STANDARD ER®PIR OF INTERCEPT IS 2429617
VARIASLE VARIABLE PEGRESSION STANDAR[I7ED PARTIAL T-TEST} 16 D.F
NUMBER NAME COEFFICIENTS REGFESSINN 530 VALUES :
COFFFICIENTS
1 [ &1 . 1.46R3057 «STu137 BL8.5313 12.1047
2 X2 66225049 «6A5017 1207.7R23 Lbe buZl

UNTQUE SZQUINCE NUMBER FOF THIS aNnva =

1495

AAGE

Tl

AL244
HAT S

.0001

NEXT VARIABLE
™ Bf DEWETED

PAGE 3

AL344
HAT S

BOTH < Sie- =05
= NO MORE DELETIONS
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v1103EeD 3
«1053€+0 34
«1003E+D 3¢
P -
R -
€ -
s -
[ -
+9535E+02
+9C3SE+02¢
«8535F+ 02+

TITLE,SXAMPLF OF AACKWARD NPTION (OATA FROM DFAPER AND SMITH, P, 3RG=L(2}

SANDLA LARDRATORIFS <»<>» STEPWISE

trmmmm——— - ——— Fmmm - frmmm - e m s ————— bmw = —— +

®

STEP | IN BACKWARD

REGRESSION  <»<> FROM KANSAS STATE UNIVERS

() swr:

®  srePs

) t

LI I I I )

G em e e m e e o e ——-——— - - o o e b 9 e o o o e o ] R o e e . e

-8C000E+00

«16000F431

STEP NO.

«24000E+01

- 32N00F 4061

euf000Te08

2858

r
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SANDIA LABDRATORIFS <> STEPWISE FEGRESSION PROGFAM <» ZDJIRTESY Of JPT.

TITLT = XAMPLE OF RAGKWARD O*TION (JATA FQDA JRAZID AND SMITH, P. 365-402)

SAMDIA LABOIATORIES <»<¢> STIPWISE 2PEGRESSION  <»<» FRAOM KANSAS STATE UMIVERSITY

TARLE OF FESTDUALS FOR wARIAZ_ IS5 Ganmmy

TIME 09SERPVED VALUE PREDISTII JALJIE
1 78,5000 80.2740
2 Teh.3007 73.2523
3 194.300 135.915
4 87.€Cd0 B9.2585
5 95,9000 97.2325
& 149.200 105,152
7 102.700 106.602
&3 72.500¢C T4e3P56
9 93,1783 91,2753

ie 115.901 114,338
11 BI.ROQG £043357
12 117.7%C0C 112. 437
i% 109,460 112,293

END Of ANALYSIS FOR ZND PASS ON THE DATA

PFSIJUAL
“1.574 0L
1.04908
=-1.5t474
~1.65848
-1.39251
La.0u751
-1.30205
-2.07%42
1.82451
1.36246
320433
+R62756
-2.897u4 .

OF STATISTICS - XANSAS STATE UNIVERSITY

TITLE yEXAMPLEY OF (R ANK SEGSESSIONJWITH THE STIAWISE OPYIONIGATA F2QM ORAPRR/SMITH

DATA, 5409 2.
INPUT CHIGC JF PARAMETIRS

NUMARER 0= JARIABLES =AD IN =
NC. OF TRANSFORMT) VATABLES =
JATA CIS?03ITION IS 2
LAREL (1) =RANK (X1),RANK{X2) s RANK{XTY , RANK (XD 4 RANK(Y) —
MODEY 4S=142+3 44k, .
STEPWISE.SIGIN=.30,51G0UT=410

PRESS

(STaT
S
o

THESE LABELS WILL REPLACE (S7A7

THE LABELS LUSED ON THE

PREVIOUS TWwo PASSES . {STAT
(STAT
(STaT

FANK REGRISSINN — A REGRESSION ANALYSIS will B PEREORMED o THE RANKS OF THE DATA, (STAT

OUTPUT.(ORF 4, STFPS,CESTOUALS, =» SAME OUTPWT AS 2ND PASS. ' (STAT

ENC OF PARAMETERS

(STAT

MSE

CONTRIL

CONT DL
COMTRIL
CONTRIL
CONTRIL
CGN%QJL
CONTRIL

CONTRIL

Caxy

cagl)
€A
caziy
a3y
cady
Caxn

Cav
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TITLE+Z XAMPLE OF FANK REGFESSTON WITA T4 STEZPWISE OPTINN{DIATE FROM CRAPER/SMITY IAGE 1
SANDIA LABOPATORIES <><» STEPWISE REGRESSION <3<> FROM KANSAS STATE UNIVERSITY
INPUT CHECK ON DATA

= NOTE ! THESE ARE THE RANKS ASSIGNED 1o THE FIRST OBSERVATION.

FIKST DBSSRJATION RANKS ARE ASSIGNED BY VARIABLE NUMBER.
RANK (X1} RANK(XZY CANKIXT) FANK{ X ANKLY)
1 2 T 3 ' 5
%.5000000 1.DoLd6 00 2.5366000 13,300000 2,0000000
NG, PAW DATA INPIT = 12
MERAGE RANK
RESULTING FROM N9« TRANSFOPMED JIBSERVATIONS = 13
TIED INPKT R~ W0. OF OBSEPVATIINSG JROPPED = 10
SERVATIONS . o & = JROET=D =
TITLZ T XAMPLE NFE FANK RFGRESSION WITH THZ STIPHWISE OPTIONI(DATA FROM DORAPERZSMITH INGE 2
SANDIA LABORATORIES e¢v<» STEPWISE RESRTSSION  «>e» FROM KANSAS STATF UNIVFRSITY
VARIASLE VARIABLF
NAME NUNMBER NEAN VARIANSE STDe DEV. STR. EXF. Seve
FANKIX1) 1 7.00C00 1445617 5."1335 1.065763 5l e 43
RANK(X2}Y z 7.06000 1541258 3.88939 1,C7864 55.55
RANK{XX) 2 T.00008 14,9157 3.86221 1.07118 | 35,17 -
RANK (X&) 4 t.00000 ‘ 15,0833 3.88373 1.C7715 55,48
RANK(Y) 5 7.00C006 15.1657 38944 1.GA0LZ 55.63
+ ¥ ‘_J
AVERAGE RANK L) WIHHOUT TIED CBSERVATIONS THE VALWKES (N THESE coluMiS Wil
ASSIGNED FOR 13 ALL BE THE SAME WITHIN A COLUMN
OPSERVATIONS
15 7.
TITLE+SXAMPLE OF PANK RFEGRESSTIGN WITH THI STS2WISE OPTION(IATA FROM DRAPER/SMITH 24GE 3
SANDIA LARORATORIFES «<><> STEPWISE <IEGRESSION «€»e> FROM KANSAS STATE UNIVERSITY
CORRELATION YATFIX
RANK(X1) & 1.000¢C
RANKIXZ) 2 L TE0L 1,00C0 RANK CORRELATIONS
RANK X3y 3 -.7186 . 0527 i.0000
RANK{X4) & -.3320 -.99cC3 -.98c6 1.00€0
RANK{Y) 5 «7912 «7T373 -o 4l AR ~.7521 1.LG00
ND, 1 2 3 4 5
NAME RANKIX1) FANK (X2) BNK (X 3) RANK (X4} AANK YD
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TITLE+EXAMPLE OF RANK REGRESSION WITH THE STEPHISE OPTION(DATA FROM DRAPER/SMITH ° PAGE 4

SANDIA LABORATORIES <><> STEPMWISE REGRESSICN <><> FROM KANSAS STATE UNIVERSITY

AOV TABLE
ANAL YSIS OF REGRESSION FOR VARIABLE S==-=-RANX{(Y)
E {TABLE 1) .
SOURLCE DsFa 55 MS F SIGNIFICANCE
REGRESSION 1 113.33123 . 113.33123 1B.%11433 « 0013
RESIDUAL 11 68068748 6.1880698
TOTAL 12 182.00000
Rex2 IS «62600
INTERCEPT IS 13438395
STANDARD ERROR OF INTERCEPT IS 1.48783
VARIABLE VARIABLE REGRESSION STANDARDIZED PARTIAL T-TEST Rex? ALPHA
NUMBER NAME COEFFICIENTS REGRESSION . s8a VALUES ODELETES HATS
COEFFICIENTS
1 RANK(X1) 80802292 «T51199 113.9312 42909 a.0000 «-0020
UNIQUE SEQUENCE NUMBER FOR THIS ANOVA = 106
RANK FIY GIVES A RAM DATA NORMALIZED R#4s2 = « 64292846
COEFFICIENT Of INTERPOLAYION = «68403359E-01 i
PRESS I3 30.347 THE WSER SHOULD NOTE THAT THIS R¥® 2 VALUE |8 CALCULATED AS
A =41
- 7)
- ”~ 2
. T - P+ ZOE-T)
”~
AND SINCE THE Yf VALUES HAVE BEEN OBTAINED THROUGH INTERPOLATION THIS
CALCULATION WILL. NOT NECESSARILY RESULT IN THE SAME RuE%2 VALWUE AS THE
USUAL CAL.CULATION
-9
2y, -V
4

SINCE THE 7; VALUES ARE NOT THE LEAST SQUARES ESTIMATES, THE Quantities (% - 9" anp
2(7;-'7:-)‘ ARS NOT ORTHOGONAL- THAT IS, THE SuM OF CADSS- PRODUCTS J (y; - ) (F:-7) 1s

NON-ZERO. IF THE SUM OF CROSS -PRODUCTS 1S NEAR ZEWD, THEN THE COEFFICIENT OF INTER-
POLATION WILL B& NEAR ZERO. |F IT 15 LARGE, THEN THE COEFRICIENT Wil BE NEAR ONE.

SEE THE TEXT FOR FURTHER DISCUSSION .
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TITLE,EXAMPLE OF RANK REGRESSION WITH THE STEPWISE OPTION{(DATA FROM DRAPER/SMITH

SANDIA LASURATORIES <><> STEPWISE REGRESSION <><> FROM KANSAS STATE UNIVERSITY

ADV TABLE
ANALYSIS OF REGRESSION FOR VARIABLE 35---RANK(Y)
(TABLE 1)
30URCE DaFa 55 NS F
REGRESSION 2 16292283 Ble4clal3 4Z2-.70033%
RESIDUAL 10 15077175 1.9377115
TOTAL 12 1824000030
%2 IS «393518
ITERCEPT I3 Ge 309930
TANCARD ERAQOR CF INTERCEPT IS 131214
VARIABLE VARIABLE REGRESSION STANDARDIZED PARTIAL T-TEST
NUKMBER NAME COLFFICIENTS REGRESSION . sse VALUES
COEFFICIENTS
1 RANKEX1) 62154188 111101 SSe9822 S.6073
4 RANK(X4)=aLsll&102 -+3550462¢ 48.991¢6 ~5.06T8
UNIQUE SEGUENCE NUMBER FOR THIS ANOVA = 107
RANK FIT SIVES A RAw OATA NORMALIZED R4s2 = «52844314
COEFFICIENTY OF INTERPOLATION = +14538000E-01L

PRESS I 334<0

SIGNIFICANCE

«0000

Rea2
DELETYES

«5656
6260

PAGE

ALPHA
HATS

«0007
-0011



6F

C.

«ECCCOE+ 00

«120C0Fe01

STEP NO.

«18000E+01

-« 24000E+D1

TITLELEXAMPLE OF RANK REGRESSION WITH THZ STCPWISE OPTION(IATA FENM DRAPER/SMITH
SANDIA LABORATGPRIES e>e> STEPWISE REGRISSION «<re> FROM KANSAS STATE UNTVERSITY
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TITLT,EXAMPLE OF TANK REGRESSION WAITH THZ STZPWISE OPTION(IATA FROM LRAPER/SMITH FA45E

TARLE OF FESIDUALS FOR VARIABLIS Sm=w=RANK (¥}

TINF WNL OF ¥ PREDICTED RANK OF ¥  FBNK RESIIUAL MW ¥ e AP RAW YHAT RAW RESIDUA.
1 3.0 z.7799R ~.379973 73.5000 -rypse vwo 50,5139 -2,01353
7 2.C 1.13455 LAE5h17 TH.3000 cpinpns cad 72- 7422 1.55775
3 9.0 17,8310 ~1.83002 106.300 oo o ow 1094366 -5,0660"
4 5.0 6. 96923 -1.9592% A7.500¢ 95, 8134 ~8.21384
5 7.0 £.13769 .E32313 25,300 DISK 2° 93,4855 2. 414348
6 18.C 10.0027 — 27087E-02 109.260 1£9.201 — 54174703
7 8eC a,06h17 -1.96617 102, 700 106,624 ~1.,92421
) 1.0 2.23767 ~1.23767 72.5000 75.2982 ~2.79823
9 6.0 5.96259 S37F13VE-51 93,1006 92, 898 .205221

18 13,90 10.7793 2.27075 115.900 109. 346 6-55415
11 4.0 z. 78921 1421179 £3.8000 77.6147 6.18533
12 12.¢ 11.6573 342666 113,304 111,964 1433643
13 11.0 19,1035 836521 1094460 169.221 .179304
. RTITIIAL SUM OF SOUARES ON FAW DATA = 200.452
TERMINATION ON END OF FILE - UNIT 3 -
——

SEE |MAN AND CONOVER (1979) FOR AN EXPLANATION OF
HOW THESE RESIDWALS ARE CALCULATED.
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SANDIA LABORATORIES <> STEPWISE REGRESSION PROGRAM <> COURTESY OF CEPT. CF STATISTICS - KANSAS STATE UNIVERSITY

THERE ARE NO
LABELS SPECIFIED
FOR VARIABLES
7, B, ANP @ AS
THESE 1ABELS
wiLl. Bg ENCODED
FROM THE TRANS-
FORMATION CARD.

SPECIFIES WHICH

TITLE-MELCHT « TRANSFORMATIONs AND OROP OPTIONS EXAMPLE - ({DRAPER AND SMITH DATA) SAME 13 POINT DATA
AS USED ON PREVIOUS

STEPWISE EYAMPLE .
DATA 6 d3h14 (STAYT CONTROL CARD}

INPUT CHECK OF FARAMETERS

NUMBER OF VARIAELES READ IN = &

NO. OF TRANSFORMED VARIABLES = 3

INPUT CATA DISPOSITION IS 1
VARIABLES

EABELC1) WEIGHT ——3» WELGKHT 1S JUST A CONVENIENT LABEL (STAT CONTROL CARD)

TO USE HERE AS THE <]
STEPWISErSIGIN=-054SIGOUT=. 10 v HE WEIGHTS ARE (STAT CONTROL CARL)
ENTERED AS THe TR VARIABLE.

ODEL #S=142+344+748+3 __._._\ (STAT CONTROL CARD)

QUTPUT+STEPS NOTE & VARIABLE NUMBER { DOES (STAT CONTROL CARD)

NoT APPEAR ON THE MODEL CARD
DROP 8. (STAT CONTROL CARD)

m“smg“nmu OBSERVATION NUMBER B WL BE DROPPED |  (sra7 CONFROL CARD)

OF THE INPYT THIS CARD CREATES é NEW VARIABLES CSTAT CONTROL CARD)

VARIABLES 1S5 TO
BE USED AS THE
WEIGHT S ¢

END OF FARAMETERS 7,8, AND © WHICh ARE RESPECTIVELY CSTAY CONYROL CARD)
F3 2 .
FORMAT(GFEe0) EQUAL To ¥\%, Xy, AND X %y .

THIS EXAMPLE USES WNEIGHTED REGRESSION. THe WERIGHTS MUST BE USER SUPPLIED
FOR EACH OBSERVATION AND APPEAR AS ONE OF TRE INPUT VARIABLES) IN THIS
CASE THE LT VARIABLE POSITION CONTAINS THE WEIGHTS . FOR PURPOSES of
ILLUSTRATION THE RESIDUALS ERoM ThE PREVIOUS STEPWISE ANALYSIS ON THESE

132 DATA POINTE WERE SCALED So THAT THE LARGEST RESIDUAL INABSOLUTE
VALUE (5.02338) wAS REPRESENTED AS ZEBRCO ANT THE SMALLEST ABSOLUTE
RESIDUAL " (.13708B3) whiS REPRESENTED BY ONE . LINEAR INTERPOLATION wWhAS
USED 1o SCALE THE OTHER RESIDUALS. THESE SCALED VALVES WERE THEN
USED AS WEIGHTS . PLEASE NOTE TRAT TRIS IS AN ENTIRELY ARBITRAKY wAY
TO ASSIGN WEIEWTS . '
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X1
1

T.0000000

3

420.00000

TITLE-WEIGHT+TRANSFORMATCONs AND CRCP CFTIONS EXAMPLE - (DRAPER AND SMITH DATA) PAGE 1

SANDIA LEABORATORIES <>C> STEPMISE REGRESSICN <><> FROM KANSAS STATE UNIVERSITY

x2
2

26.000000

INPUT CHECK ON DATA
THESE LABELS ARE CREATED

FIRST CBSERVATICN éw THE PRoGRAM

X4 ) Y HEIGHT @

3 ’ s & 7 8
£.0000000 504000000 18.500000 43.000000 360040608

( 216013 - 137083 )
! 5.02338 - 137083

NO. RAW DATA INPUT = 13
NO. TRANSFORMED OBSERVATIOAS = 12
NOs OF OBSERVATIONS DRCPPED = (L} OBSERVATION NUMBER 8 WAS DROFPED

WEIGHTED REGRESSTION RECUESTED,(MEIGHTE APPEAR 2S VARIAELE NUMBER [}
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TITLE-WEIGHT+TRANSFORMATCONy AND DECP CFTIONS EXAMPLE - (DRAPER AND SMITH DATA) PAGE 2
SANDIA LABORATORIES «><> STEPWISE REGRESSION «>¢> FROM KANSAS STATE UNIVERSITY

VARIABLE VARIABLE
NAME NUMBER MEAN VARIANCE STDs DEVS STCe ERRe Ca¥e

X1 1 T«27306 37.8115 6414911 ' 1.77509 8335
X2 2 S0.2880 244.02% 15.6213 4.50947 Jl.06
X3 k] 12.00€2 41.17¢C2 Eadl6A0 185226 S3.44
x4 4 27.6%08 286,038 1645126 4.88226 €1.08
11 7 8%5.0374 | 16184.2 127.217 36.T24% 142.88
L1 a 1C78.98 - «125483E+07 1120419 323.312 10B.B6
1s4 3 188.768 ’ 36524.8 191.115 551701 101.24
Y 5 96 .8853 157.5¢€0 14,0698 4.0€16l 1452

12 OBSERVATIONS

THESE STATISTICS ARE ALL THE RESULT oF WEIGHTED CALCULATIONS, LE.,
Wi X
Z Wi

WEIGHTED MEAN =

COMPARISONS cAN BE MADE WITH THE PREVIOUS UNWEIGRTED EXAMPLE |
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UNTNUE SEQUENGE ND, = 161 ANALYSIS FOR DEPENDENT VARIAALE S-=-¥ )

TITLE,EXA4PLE DF STEPWISE OPTION (DATA FROM CRAPFR ANOD SMIT4, P. 365-412) EXAMPLE OF THE INFORMATION
1 1 0 J11756793F+G3 & =~.73R15181E+C0 WRITFEN ONTD TAPE|9-

UNIQUE SEOUENCE NQ, = 162 ANALYSIS FOR DEPENDENT VARLABLE Se==¥

TITLELEXAMPLE OF STEPWISE OPTION {DATA FROM DRAPER AND SMITH, P. 365-4)2}
2 1 T 102CA7IGE4(3 1 1L399583F+C1 4 -.61795263E¢0)
TWO BLANK CARD IMAGES

UNIQUE SEQUENCE NO. = 103 ANALYSTIS FOF OEFENDENT VARIABLE GS---¥
TITLE.EXAMPLE DF BACKWARD OPTION (DATA FROM DRAPER AND SMIT4, P, 355-402)
+RPLEGI69E+02 1 Ji5511076E+01 2 JS1GL67SAECCD 3 101909%GEeDD
CLORRESPONDS TO WHIQUE SEQUENCE O

¢ 1 r
& (:} 4 =.16406103€+00
IN ANOVA TABLE
5 1S Twe SECOND CARD LONTAING NG

UNTAUE SEQUENGE NO. = !\LYSIS FOP DEFENDENT VARIAILE {(BFS¥ . CotEFILIENTS R
TITLELEXAMPLE OF RACKWARO OPTION (DATA FROM DRAPER AND SHMIT4, P. 365-4)2) THE PEJ’EHDENT VAR

3 1 0 T1648307F+02 1 L14510380E401 2 L41610076E+00 & =-.23554022€+00 VARIABLE: NUMBER © .

UNIQUE SEQUENCE NO. = s ANALYSIS FNR DEPENDENT VARIAJLE 5---v
TITLE.EXAMPLE OF BACKWARD OPTICN (DATA FROM DRAPER AND SMITH, P. 365-412)
2 1 0 .52577349F+02 1 .146R3C5TESCL 2 L662750G3E00

UNTQUE SEQUENGE NO. = it ANALYSTS FNR DEPENDENT VARIAALE  S---ANK(Y)
TITLESEXAMPLE DF RANK REGRESSION WITY YHE STEPWISE OPTION(DATA FROM IRAPEIFSNITH
1 1 0 +1343R395E+01) 1 .B08C2292E+0D0

THE CONSTANT TERM AND (TS

LI
UNTQUE SEQUENCE NO. =  1C7 ANALYSTS FOR DFPEMDENT WARIABLE 5=-=RANK(Y) NUMBER O .
TITLE,EXAMPLE DF PANK FFGRESSION WITH THE STEPWISE OPTION(DATA FR04 J™PETFSMITH
()1 0 .550999RREA(01 1 .B2ISK1BCEFDD &4 ~.S5515L162E4D0
TWG INDEPENDENT VARIABLES
. THE FITIED REGRESSION EOUATION

(ERCLUDING THE CONSTANT ),
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